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Foreword 

First of all, we appreciate the hard work of all the authors who contributed to ICEC 
2005 by submitting their papers. ICEC 2005 attracted 95 technical paper submissions, 
8 poster submissions and 7 demo submissions, in total 110. This number is nearly 
equal to ICEC 2004. 

Based on a thorough review and selection process carried out by 76 international 
experts from academia and industry as members of the senior and international 
program committees, a high-quality program was compiled. The program committee 
consisted of experts from all over the world: 1 from Austria, 3 from Bulgaria, 2 from 
Canada, 4 from China, 1 from Finland, 4 from France, 10 from Germany, 1 from 
Greece, 1 from Ireland, 1 from Israel, 1 from Italy, 26 from Japan, 1 from Korea, 4 
from The Netherlands, 1 from New Zealand, 1 from Norway, 1 from Singapore, 1 
from Thailand, 4 from the UK, and 8 from the USA. In this number, reviewers are 
included. 

The final decision was made at the senior program committee meeting based on 
three reviewers' feedback, available online via the conference management tool. 
Through earnest and fair discussion at the meeting, 25 technical papers were accepted 
as long papers and 32 technical papers were accepted as short papers from 95 
submitted technical papers. Moreover, 3 poster papers and 5 demo papers were 
accepted. 

Although accepted, 3 long papers and 7 short papers were unfortunately withdrawn 
during the registration process. Finally 47 technical papers, 3 poster papers, 5 demo 
papers and 1 keynote paper were compiled and are presented in this book. A total of 
56 contributions are included from Australia, Austria, Canada, China, Denmark, 
Finland, France, Germany, Japan, Korea, The Netherlands, Singapore, the UK, and 
the USA. All these papers could be allocated to one of the following topics: (1) 
interactive digital storytelling; (2) graphics; (3) advanced interaction design; (4) social 
impact and evaluation; (5) seamful / seamless interface; (6) body and face; (7) robot; 
(8) music and sound; (9) mixed reality and mobile; (10) education; (11) virtual reality 
and simulation; and (12) theory. Papers per topic are ordered as follows: a keynote 
paper, technical papers, demo papers, and poster papers. 

September 2005 Fumio Kishino 
Yoshifumi Kitamura 

Hirokazu Kato 
Noriko Nagata 

 



 

 

Preface 

Entertainment has come to occupy a very important part of our life by refreshing us 
and activating our creativity. Recently, with the advances made in computers and 
networks, new types of entertainment have been emerging such as video games, 
edutainment, robots, and networked games. Unfortunately, until recently, 
entertainment has not been among the major research areas within the field of 
information processing. Since there are huge industries and markets devoted to 
entertainment, this unbalance seems very strange. The new forms of entertainment 
have the potential to change our lives, so it is necessary for people who work in this 
area to discuss various aspects of entertainment and to promote entertainment-related 
research. 

With this basic motivation, the General Assembly of the International Federation 
of Information Processing (IFIP) approved in August 2002 the establishment of the 
Specialist Group on Entertainment Computing (SG16). The responsibility of SG16 is 
to monitor and promote research and development activities related to entertainment 
computing throughout the world. One of the major activities of SG16 is to organize 
and support the International Conference on Entertainment Computing (ICEC). The 
ICEC is expected to bring together researchers, developers, and practitioners working 
in the area of entertainment computing. The conference covers a wide range of 
entertainment computing issues, such as theoretical studies, hardware/software 
development, integrated systems, human interfaces, and applications. 

Let’s take a brief look at the history of ICEC. The annual conference started in 
2002 as the International Workshop on Entertainment (IWEC 2002), which was held 
May 14–17, 2002 in Makuhari, Japan. The workshop attracted more than 100 
participants, and 60 papers were published in the proceedings by Kluwer. Based on 
the success of IWEC 2002, SG16 upgraded the workshop to a conference and 
organized ICEC 2003. ICEC 2003 was held May 8–10, 2003 at the Entertainment 
Technology Center of Carnegie Mellon University, Pittsburgh, USA. ICEC 2003 was 
also successful, with more than 100 attendees and 20 highly select papers. All of the 
papers of ICEC 2003 were accepted by ACM for inclusion in their ACM online 
digital library. In the next year, ICEC crossed the Atlantic Ocean to move to Europe, 
and ICEC 2004 was held September 1–3, 2004 at the Technical University of 
Eindhoven in The Netherlands. The conference attracted more than 150 attendees, and 
27 full papers were published by Springer in the Lecture Notes in Computer Science 
(LNCS) series. In 2005, ICEC came back to Japan, and ICEC 2005 was held at 
Kwansei Gakuin University, Sanda, Japan. We selected more than 50 papers, and 
these papers are published in this LNCS volume. 

For the success of ICEC 2005, we express our special thanks to the following 
people who worked so hard to organize the conference: Michihiko Minoh and Akihiro 
Yagi as co-chairs, Fumio Kishino, Yoshifumi Kitamura and Hirokazu Kato as 
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VIII 

program committee chair and co-chairs, Haruhiro Katayose as local organization 
committee chair, and other local organization committee members. We are also 
grateful for the contribution of all the paper reviewers as well as the sponsors and 
cooperating societies. 

September 2005 Ryohei Nakatsu 
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IFIP SG16 

SG16 (Specialist Group on Entertainment Computing) was established at the General 
Assembly of IFIP (International Federation on Information Processing) in 2001.  The 
outline of SG16 is described below. 

Aims:  

To encourage computer applications for entertainment and to enhance computer 
utilization in the home, the technical committee will pursue the following aims: 

• to enhance algorithmic research on board and card games  
• to promote a new type of entertainment using information technologies 
• to encourage hardware technology research and development to facilitate 

implementing entertainment systems, and  
• to encourage haptic and non-traditional human interface technologies for 

entertainment. 

Scopes:  

1. Algorithms and strategies for board and card games 
• algorithms for board and card games 
• strategy controls for board and card games  
• level setups for games and card games  

2. Novel entertainment using ICT 
• network-based entertainment  
• mobile entertainment  
• location-based entertainment 
• mixed reality entertainment 

3. Audio 
• music informatics for entertainment  
• 3D audio for entertainment 
• sound effects for entertainment 

4. Entertainment human interface technologies 
• haptic and non-traditional human interface technologies  
• mixed reality human interface technologies for entertainment  

5. Entertainment robots 
• ICT-based toys  
• pet robots  
• emotion models and rendering technologies for robots  

6. Entertainment systems 
• design of entertainment systems  
• entertainment design toolkits  
• authoring systems  

 
 



 Organization  XV 

7. Theoretical aspects of entertainment 
• sociology, psychology and physiology for entertainment  
• legal aspects of entertainment  

8. Video game and animation technologies 
• video game hardware and software technologies  
• video game design toolkits  
• motion capture and motion design  
• interactive story telling  
• digital actors and emotion models  

9. Interactive TV and movies 
• multiple view synthesis  
• free viewpoint TV  
• authoring technologies  

10. Edutainment 
• entertainment technologies for children's education 
• open environment entertainment robots for education 
 

SG16 Members (2005) 

Chair: 
Ryohei Nakatsu  Kwansei Gakuin University, Japan 
 
Vice-Chair: 
Matthias Rauterberg Technical University of Eindhoven, The Netherlands 
 
Secretary: 
Claudio Pinhanez IBM, USA 
 
National Representatives: 
Galia Angelova Bulgarian Academy of Sciences, Bulgaria 
Sidney Fels The University of British Columbia, Canada 
Zhigeng Pan Zhejiang University, China 
Ville-Veikko Mattila Nokia Research Center, Finland 
Bruno Arnaldi IRISA-INRIA, France 
Richard Reilly University College Dublin, Ireland 
Paolo Ciancarini University of Bologna, Italy 
Takehiko Kamae National Institute of Informatics, Japan 
Hyun S. Yang KAIST, Korea 
Matthias Rauterberg Technical University of Eindhoven, The Netherlands 
Geir Egil Myhr University of Troms, Norway 
Adrian David Cheok National University of Singapore, Singapore 
Pedro Gonzalez Calero Complutense University of Madrid, Spain 
Natanicha Chorpothong Assumption University, Thailand 
Marc Cavazza University of Teesside, UK 
Donald Marinelli Carnegie Mellon University, USA 
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WG Chair persons: 
WG16.1 Marc Cavazza University of Teesside, UK 
WG16.2 Hitoshi Matsubara Future University-Hakodate, Japan 
WG16.3 Matthias Rauterberg Technical University of 

Eindhoven, The Netherlands 
WG16.4 Jaap van den Herik University of Maastricht, The 

Netherlands 
WG16.5 Andy Sloane University of Wolverhampton, UK 

Working Groups (WG) Under SG16 

WG16.1 Digital Storytelling 

Storytelling is one of the core technologies of entertainment.  Especially with the 
advancement of information and communication technologies (ICT), a new type of 
entertainment called video games has been developed, where interactive story 
development is the key that makes those games really entertaining.  At the same time, 
however, there has not been much research on the difference between interactive 
storytelling and conventional storytelling.  Also as the development of interactive 
storytelling needs a lot of time and human power, it is crucial to develop technologies 
for automatic or semiautomatic story development.  The objective of this working 
group is to study and discuss these issues. 

WG16.2 Entertainment Robot  

Robots are becoming one of the most appealing forms of entertainment.  New 
entertainment robots and/or pet robots are becoming popular.  Also, from a theoretical 
point of view, compared with computer graphics-based characters/animations, robots 
constitute an interesting research object as they have a physical entity.  Taking these 
into consideration, it was decided at the SG16 annual meeting that a new working 
group on entertainment robots is to be established. 

WG16.3 Theoretical Basis of Entertainment 

Although the entertainment industry is huge, providing goods such as video games, 
toys, movies, etc., little academic interest has been paid to such questions as what is 
the core of entertainment, what are the technologies that would create new forms of 
entertainment, and how can the core technologies of entertainment be applied to other 
areas such as education, learning, and so on.  The main objective of this WG is to 
study these issues. 

WG16.4 Games and Entertainment Computing 

The scope of this workgroup includes, but is not limited to, the following 
applications, technologies, and activities. 
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Applications: 
• Analytical games (e.g., chess, go, poker) 
• Commercial games (e.g., action games, roleplaying games, strategy games) 
• Mobile games (e.g., mobile phones, PDA’s) 
• Interactive multimedia (e.g., virtual reality, simulations) 

Technologies: 
• Search techniques 
• Machine learning 
• Reasoning 
• Agent technology 
• Human-computer interaction 

WG16.5  Social and Ethical Issues in Entertainment Computing  

The social and ethical implications of entertainment computing include: 
• actual and potential human usefulness or harm of entertainment computing 
• social impact of these technologies 
• developments of the underlying infrastructure 
• rationale in innovation and design processes 
• dynamics of technology development 
• ethical development 
• cultural diversity and other cultural issues 
• education of the public about the social and ethical implications of 

entertainment computing, and of computer professionals about the effects of 
their work. 

WG 16.5 explicitly cares about the position of, and the potentials for, vulnerable 
groups such as children, the less-educated, disabled, elderly and unemployed people, 
cultural minorities, unaware users and others.  
 
Anyone who is qualified and interested in active participation in one of the working 
groups is kindly invited to contact one of the WG chairs. 
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Abstract. In this paper a new framework for entertainment computing is intro-
duced and discussed. Based on already existing models and concepts the differ-
ent links and relationships between enjoyment, flow, presence, and different 
forms of experiences are shown and their contributions to the new framework 
reviewed. To address the more fundamental and theoretical issues regarding en-
tertainment, we have to utilize existing theories in information processing, en-
joyment and flow theory. Some already possible and probably important con-
clusions for the design of new entertainment system are drawn. 

Keywords: Adaptivity, active experience, complexity, enjoyment, entertain-
ment, flow, incongruity, information, integrated presence, learning, play. 

1   Introduction 

The application and research domain of entertainment technology can be separated in 
different fields: (1) game, (2) sport, (3) novel and movie, and (4) art (see Altman and 
Nakatsu, 1997). With upcoming developments of advanced technology (Nakatsu, 
1998), new media applications can be realized (e.g. Nakatsu, Tosa and Ochi, 1998; 
Cavazza, 2003). The characteristics of new media are: 

▲ New types of experiences (e.g. Ono, Imai and Nakatsu, 2000) 
▲ [Inter-]active experiences, compared to passive experiences 
▲ Integration of spatial, social, mental and physical presence 

Although a variety of theories has been advanced in communication and media 
psychology that describe and explain specific experiential states commonly under-
stood as ‘entertainment’ or ‘enjoyment’, it seems to be very challenging to achieve a 
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coherent, integrative view on entertainment. The main reasons for these difficulties 
are the huge variety of experiences called ‘entertainment’ (e.g., curiosity, exhilaration, 
tenderness, pride, melancholy, sexual arousal, perception of being in control or hold-
ing power) and the procedural dynamics of entertainment, that is, the strong variabil-
ity of cognitive and affective dimensions of entertainment over time within the course 
of media use (Vorderer, Klimmt and Ritterfeld, 2004). 

Looking back, various types of considerations on play are already published: Groos 
(1901/1899), Huizinga (1980/1939), Caillois (1961/1958), Piaget (1969/1947), Csik-
szentmihalyi (1975), Kauke (1992), Scheuerl (1997), and Raessens and Goldstein 
(2005). While Groos (1901) argued that children’s play is a preparation for life, this 
was later often credited with the idea that children need to run off their surplus en-
ergy. The classification of play by Caillois (1961) is given as follows: (1) Competi-
tion (Greek: Agon): Boxing, Soccer, Chess, etc.; (2) Chance (Latin: Alea): Dice, 
Roulette, etc.; (3) Mimicry (Greek: Mimicry): Actor, Theatrical play, etc.; and (4) 
Ecstasy (Greek: Ilinx): Swing, Thrill ride, etc. What is missing in Caillois’ classifica-
tion? Ecstatic immersion (Ilinx) is an essential factor in all plays, and Csikszentmiha-
lyi (1975, 1990) has noticed this. Caillios confuses physical presence and mental 
presence. Does it really make sense to classify soccer and chess into the same group? 
According to the flow concept by Csikszentmihalyi (1990), flow is an essential factor 
of play in the following sense: (1) flow is same as immersion based on engagement 
(Douglas and Hargadon, 2000), and (2) the strict border between work and play is 
eliminated (Rauterberg and Paul, 1990; Rauterberg, 2004a). 

1.1   Curiosity, Arousal and Pleasingness 

Curiosity is defined as a need, ‘thirst’ or desire for knowledge. The concept of curios-
ity is central to motivation in relation to mental presence. The term can be used as 
both a description of a specific behavior as well as a hypothetical construct to explain 
the same behavior to achieve mental presence. Berlyne (1960) believes that curiosity 
is a motivational prerequisite for exploratory behavior. Exploratory behavior refers to 
all activities concerned with gathering information about the environment and/or 
changing the environment. This leads to the conflict and question of whether explora-
tory behavior should be defined (1) in terms of the movements that a human performs 
while exploring, or (2) in terms of the goal or purpose of the observable behavior. A 
clear distinction between these two seems to be not always possible (Fjeld, Lauche, 
Bichsel, Voorhorst, Krueger and Rauterberg, 2002). 

According to Berlyne (1960) arousal is a function of collative stimulus properties 
such as complexity, novelty, incongruity (incompatible, discrepant), and surprising-
ness (unexpected). Environments with medium level of uncertainty (and a positive 
hedonic tone) produce the most positive aesthetic judgments. Sufficient empirical 
support exists for Berlyne's curvilinear, inverted U-shape relationship that has been 
obtained at least for the complexity dimension that determines the arousal level (see 
Figure 1; based on former work of Wundt, 1874). Similar relationships have been 
obtained for other dimensions: more novel, more surprising, and less incongruous 
environments are preferred. Although Berlyne’s research was pioneering, he did not 
sufficiently investigate the relationship to individual skills and preferences. This was 
addressed by Csikszentmihalyi's research (1975, 1990) about ‘flow’. 
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Fig. 1. The Wundt Curve (1874, left) shows the hedonic function used to calculate interest; the 
hedonic function is shown as a solid line, the reward and punishment sigmoidal curves summed 
to form the hedonic function are shown dashed. Relationship between cortical arousal level and 
pleasingness (right, adapted from Berlyne, 1960, p. 201). 

1.2   Conceptual Models of Flow 

All flow component segmentation models are based upon Csikszentmihalyi's defini-
tion of flow in terms of skills and challenges (Csikszentmihalyi, 1990, p. 74). How-
ever, the segmentation models attempt to account for all possible combinations (com-
ponents) of high/low skills and challenges. Underlying all of the flow component 
segmentation models is the central role of skill and challenge as predictors of flow. 
Novak and Hoffman (1997) compare two flow component segmentation models. The 
original three component model from Csikszentmihalyi (1990; shown in Figure 2 left) 
identifies flow as congruent skills and challenges, both high and low; anxiety is iden-
tified as the combination of high challenges and low skills, and boredom as high skills 
and low challenges. 

    

Fig. 2. Three component flow model (left; adapted from Csikszentmihalyi, 1990, p. 74); four 
component flow model (right; adapted from Novak and Hoffman, 1997) 
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In the four component model from Novak and Hoffman (1997; shown in Figure 2 
right) identifies flow only in the combination of high skills and high challenges. They 
separate apathy from flow in the combination of low skills and low challenges. Suffi-
cient empirical support has been found for the reformulated four component model 
shown in Figure 2 (right). An extension of this four component model is an extended 
eight component model (Massimini and Massimo, 1988; Ellis, Voelkl and Morris, 
1994), which also allows for intermediate (moderate) levels of skills and challenges, 
and identifies four additional components: arousal, control, relaxation, and worry. As 
the arousal-relaxation distinction is collinear with challenge, and the control-worry 
distinction is collinear with skill, the eight component model does not provide any 
additional information that allows one to predict flow only based upon skill and chal-
lenge, over and above the four component model from Novak and Hoffman (1997). 
All these different multi-component models rely on a non-learning human with an 
almost fixed level of skills. But humans can and do learn and therefore change their 
skills and capabilities based on their actions taken. 

We are compelled to learn and to make experiences our whole life. Human infor-
mation processing can not be independent of this life-long learning process. In this 
sense, humans are open systems. In his law of requisite variety Ashby (1958) pointed 
out, that for a given state of the environment, an open system has to be able to re-
spond adaptively, otherwise the adaptability and the ability of the system to survive is 
reduced. A learning system, without input or with constant input, either decays or (in 
the best case) remains fixed. Learning and the need for variety implies, that with con-
stant input variety from context the requisite variety of the system tends to be not 
satisfied over time. This is a strong argument against 'one best way' solutions in sys-
tem design to achieve a sufficient level of enjoyment (Csikszentmihalyi and  
Hunter, 2003). 

1.3   Information Processing Framework 

Based on the work of Streufert and Streufert (1978), Rauterberg (1995) extended their 
concepts into a general information processing framework by including learning of 
adaptive systems. Information and information processing are one of the most impor-
tant aspects of dynamic systems. The term 'information', that is used in various con-
texts, might better be replaced with one that incorporates novelty, activity and learn-
ing. Hunt (1963) designated the ‘arousal potential’ of Berlyne (1960) as 'incongruity'. 
Rauterberg (1995) shifts the semantic and theoretic problems from incongruity to 
complexity. Incongruity is now defined as the difference in complexity between the 
learning system (internal complexity of the memory) and the context (external com-
plexity) (see Figure 3). 

Humans have a fundamental need for variety: they can't permanently perceive the 
same context, they can't do always the same things. The fundamental need for variety 
leads to a different interpretation of human behavior that is often classified as ‘ex-
ploratory behavior’ (Berlyne, 1960) or even ‘errors’ (Rauterberg and Felix, 1996). 
Variety is the basis to measure complexity. Rauterberg (1993) could demonstrate a 
promising approach of measuring behavioral and cognitive complexity in a fully 
automated way (see also recently Fromm, 2004). We can distinguish two different 
situations: (1) positive incongruity, and (2) negative incongruity (see Figure 3). If the 
context complexity of the environment is fixed then the learning process will  
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automatically decrease the amount of incongruity, and at the end will turn positive 
incongruity into negative incongruity. If the actual amount of positive incongruity  
is below an individual specific threshold then this individual system can either start to 
actively increase the context complexity or looking for another context with  
sufficient complexity. 

 

Fig. 3. The difference between the complexity of the system’s mental model and the complexity 
of the situational context is called incongruity (adapted from Rauterberg 1995, p. 59) 

Ulich (1987) differentiates between ‘boredom’ and ‘monotony’. Boredom emerges 
from the feeling of not having enough possibilities to be active (fixed context com-
plexity; see Figure 3). Monotony emerges from the feeling of doing always the same 
things (‘fixed’ system complexity; see Figure 3). If the context does not provide suffi-
cient action affordances and opportunities (e.g. context complexity), we are con-
demned to boredom; if we are not allowed for sufficient variety and learning, we are 
condemned to monotony, and this monotony effect seems to be independent from the 
complexity of the system’s knowledge structure (memory). Monotony can exists on 
any level of memory complexity and is mainly caused by insufficient learning and/or 
action opportunities. 

Traditional concepts of information processing are models of homeostasis on a basic 
level without learning (e.g., Shannon, 1949). Human activity and the irreversible learn-
ing process are the main driving forces that cause permanently in-homeostasis in the 
relationship between a learning system and its context. A suitable model for information 
processing for learning systems must be conceptualized on a higher level: a homeostatic 
model of 'in-homeostasis'. The concept to information processing from Rauterberg 
(1995) includes action and learning and shows an inverted U-shaped function between 
positive incongruity and strength of particular behavior to keep the positive incongruity 
level optimized (see Figure 4).  

First we have to accept that actual amount of incongruity is individual, context and 
situation specific; further is this situation specific incongruity permanently drifting 
based to learning. To keep the incongruity in an optimal range, the learning system has 
to be provided with a context in which the complexity should permanently increasing as 
well to provide a sufficient amount of positive incongruity (Csikszentmihalyi and 
Hunter, 2003). This contextual adaptation rate should be similar or close to the 
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individual learning rate1. If any of these conditions are not given, then each individual 
will enter the range of negative emotions and will start actions to re-establish a situation 
within the range of positive emotions (see Figure 4). If the incongruity increases  
(e.g., too fast increase of context complexity), the human starts actions to increase  
confirmation and therefore to decrease external complexity. If the incongruity decreases, 
the human would react with exploratory or other actions to increase novelty and  
external complexity. 

 

Fig. 4. The coherence between positive incongruity, emotions and strength of observable be-
havior (taken from Rauterberg 1995, p. 66) 

Future research will show how this model will be able to provide important design 
recommendations for entertainment systems with dynamic and adaptive behavior, 
beyond game levels with different complexity (see also Fabricatore, Nussbaum and 
Rosas, 2002). The work of Spronk (2005) looks very promising. 

1.4   Conceptual Model of Flow 

A conceptual model of flow in relation to skill, challenge and presence is described in 
detail by Hoffman and Novak (1996) and Novak, Hoffman and Yung (2000). Key fea-
tures of this model are that flow is determined by skills, challenges and presence. Chal-
lenges and presence are prerequisites for flow and exploratory behavior. The latest re-
vised version of Hoffman and Novak's structural model is shown in Figure 5. Novak, 
Hoffman and Yung (2000) indicate the construct of exploratory behavior parallel to 
flow. Control in Figure 5 refers to Ajzen’s (1988) construct of perceived behavioral 
control, and is indicated as an antecedent, rather than a consequence, of flow. Challenge 
determines flow directly, and via attention and presence indirectly (see Figure 5). This 
model of Novak, Hoffman and Yung (2000) is one of the first concepts in which (1) 
individual skill level (including learning), (2) external challenges, and (3) presence is 
related to exploratory behavior and flow. 

                                                           
1 This is the central concept and challenge of any kind of didactic (Heiman, 1962). 
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Fig. 5. Structural model of presence and flow in relation to other dimensions (adapted from 
Hoffman, Novak and Yung, 2000, p. 34) 

In the model of Novak, Hoffman and Yung (2000, p. 34; see Figure 5) the direct 
paths to flow from skill, challenge, and presence are positive and statistically signifi-
cant. However, there was no support for the hypothesis that greater focused attention 
corresponds directly to greater flow, although focused attention was found to corre-
spond to greater presence and time distortion. Interactive speed exerts a direct positive 
influence on flow, but greater speed did not correspond to greater focused attention or 
presence and time distortion. Greater importance was positively associated with 
greater focused attention, and the longer the usage was, the greater the users’ skill and 
control in the virtual environment. 

 

Fig. 6. Enjoyment as the central concept for entertainment experience (adapted from Vorderer, 
Klimmt and Ritterfeld, 2004, p. 393) 
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Additionally Vorderer, Klimmt and Ritterfeld (2004) propose an integrated view of 
media entertainment that is capable of covering more of the dimensional complexity 
and dynamics of entertainment experiences than existing theories can do. Based on a 
description of what is meant by complexity and dynamics, the authors outline a con-
ceptual model that is centered around enjoyment as the core of entertainment, and that 
addresses prerequisites of enjoyment which have to be met by the individual user and 
by the given media product. The theoretical foundation is used to explain why people 
display strong preferences for being entertained (motivational perspective; see Vor-
derer and Bryant, 2005) and what kind of consequences entertaining media consump-
tion may have (effects perspective, e.g., facilitation of learning processes; Figure 6). 

2   A New Framework for Entertainment Computing 

Human activities in the context of entertainment experiences can be related to two 
major classes: 

▲ Passive Experiences: Reading novels, watching movies; people watch ex-
periences of others, etc.; sometimes called ‘lean back’ entertainment. 

▲ Active Experiences: Doing sports, creating art; people are active partici-
pants in the dynamic situation (e.g. Nakatsu, Tosa and Ochi, 1998) ; some-
times called ‘lean forward’ entertainment. 

Passive and active experiences are the two poles of the ‘activity’ dimension. Active 
experience is mainly correlated with ‘physical’ presence, and passive experience 
mainly with ‘mental’ presence. Nakatsu (2004) combines ‘physical’ and ‘mental’ 
presence into ‘integrated’ presence. 

▲ Physical Presence: hear sound, look at image, utter speech, move body, ex-
ercise, etc. 

▲ Mental Presence: use language, read a book, listen to music, watch picture 
or movie, etc. 

▲ Integrated Presence: Karaoke, theatrical play, musical performance, sculp-
ture, professional sport, etc. 

Integrated presence is based on a proper combination of a certain amount of physical 
activity and mental imaginations. Mind and body come together in a more enjoyable 
form of experiences and presence than each separately could achieve. Nakatsu (2004) 
proposed a new classification of entertainment applications in which the dimension of 
‘passive versus active experience’ is related to the dimension of presence which is 
separated into ‘physical’, ‘mental’ and ‘integrated’ forms. In this new framework all 
existing and upcoming entertainment applications can be classified and categorized in 
a comprehensive new way (see Figure 7). 

Virtual environments and new entertainment have added even more challenges to 
entertainment theory. Clearly, the amount and state of presence that virtual environ-
ments can elicit is closely connected to new entertainment (Klimmt and Vorderer, 
2003). However, since presence itself is a multi-dimensional concept, a very large 
number of connections between (dimensions and precursors of) presence and (dimen-
sions / manifestations of) entertainment is conceivable. For example, interactivity, 
which is a key element of virtual environments and an important determinant of inte-
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grated presence, holds fundamental implications for the quality and intensity of new 
entertainment, primarily for individuals who can cope with the additional learning 
challenges of interactive media (Vorderer, Knobloch and Schramm, 2001).  

 

Fig. 7. Classification framework for entertainment applications (adapted from Nakatsu, 2004) 

Klimmt (2003) and Klimmt and Hartmann (2005) has linked interactivity to such 
diverse dimensions of enjoyment as effectance, suspense, curiosity, pride, and simu-
lated experience of attractive action roles. Vorderer, Hartmann and Klimmt (2003) 
have discussed the implications of interactivity for competitive forms of entertain-
ment. On the other side based on an intensive literature search (Rauterberg, 2004b), 
Rauterberg could find that collaborative forms of entertainment have significant posi-
tive effects on human growth and development. Other key characteristics such as sen-
suous richness (Turner, Turner and Caroll, 2005), audio-visual realism (Shirabe and 
Baba, 1997), digital narratives (Cavazza, 2003), aesthetics (Overbeeke and Wens-
veen, 2004; Wensveen and Overbeeke, 2004), and intercultural differences (Rauter-
berg, 2004a) have not yet been systematically connected to entertainment theory. 

Another important link between presence and new entertainment refers to the as-
sumption that enjoyment only occurs in situations when users perceive themselves as 
being in control (Früh and Stiehler, 2003). However, very immersive new entertain-
ment applications could induce very captive and overwhelming feelings of presence, 
which in turn might lead to a reduction of perceived control and thus diminish enjoy-
ment. From this perspective, entertainment experiences can only unfold if users 
achieve a balance between inner distance to and ‘being captivated’ by a virtual  
environment, which preserves a required minimum of perceived control over the 
situation (Kiili, 2005). The relationship between ‘overwhelming’ presence, perceived 
control and entertainment is thus another key objective of future theoretical and  
empirical investigations. 
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3   Conclusions 

In this paper we have several theoretical concepts presented and discussed which can 
contribute to a new framework for entertainment computing. One major optimization 
criteria for the design of future entertainment applications (e.g. interactive movie,  
new type of video games, entertainment robots, etc) is enjoyment (Tosa and Nakatsu, 
1998; Vorderer, Klimmt and Ritterfeld, 2004). To reach enjoyment integrated pres-
ence has to be combined with active experience. Active experience is mainly based on 
sufficient motor behavior involved in user actions: the cognitively and emotionally 
enhanced body! If the user is in a flow state, then active experience can lead to inte-
grated presence. One of the remaining questions is how to get the user into the flow? 
Let us assume, we have a sufficient interactive environment which involves physical 
and mental presence (to achieve integrated presence), how should we link the  
challenges from this action space to the actual skill level of the user? One possible 
and promising answer is a sufficient adaptive system behavior to the user’s  
learning progress. Enabling the user to keep his or her optimal incongruity (= proper 
match of challenges to skills), is probably the best design to reach enjoyable  
integrated presence. 
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Abstract. We offer Cultural Computing as a method for cultural translation that 
uses scientific methods to represent the essential aspects of culture.  Including 
images that heretofore have not been the focus of computing, such as images of 
Eastern thought and Buddhism, and the Sansui paintings, poetry and kimono 
that evoke these images, we projected the style of communication developed by 
Zen schools over hundreds of years into a world for the user to explore – an ex-
otic Eastern Sansui world.  Through encounters with Zen Koans and haiku po-
etry, the user is constantly and sharply forced to confirm the whereabouts of his 
or her self-consciousness.  However, there is no "right answer" to be found 
anywhere. 

1   Introduction: Cultural Computing 

Since involving various kinds of media technology in our everyday lives, we have 
built a sphere of communication that reaches to all parts of the globe. However, on the 
other hand, we are starting to feel the danger that, as the communication network 
expands, the level of personal communication has become shallow. 

In this situation, a new communication medium that will convey personal depth of 
feeling across long distances has become urgently necessary. Within this context, we 
decided with this project to pursue the possibility of a communication medium that 
incorporates a new kind of interactivity, with editorial engineering [1] and art and 
technology [2] as a foundation, and including research on the operation in which 
interactions of multiple cultures come to fruition, and research on the “intelligence” 
that appears in between the user and the system. 
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Human communication is originally something cultivated in an environment com-
prising localities, national customs and language.  Therefore, the fruits of these cul-
tures have strong roots in their unique histories. 

However, the media that developed in order to convey these peculiarities across 
cultures were communication media such as writing, music and film. Now, as the 
computer society covers the earth, the task that computers must take on is the clear 
and accurate intercommunication between local and global cultures. Toward that end, 
it is first necessary for those involved with computer technology to bring to life local 
characteristics. 

Thus, the authors focused on the cultural roots of their native country, Japan. This 
includes Buddhist culture, the kanji culture, haiku and other Japanese poetry and 
song, and traditional Japanese dress (kimono). They decided especially to dig into the 
unique communication space and imagery methods developed in Zen Buddhism and 
landscape ink painting (sansui painting). 

Within the traditional relationship between culture and computers, emphasis has 
been placed on the preservation of decaying traditional cultures for the sake of future 
generations, restoration of artifacts, and computer graphics simulations recreating lost 
relics. However, the authors struck on the possibility of computing the previously 
unquantifiable essence of culture inherent within people, such as personal subjectiv-
ity, feeling, emotion and cultural personality. [3] 

With this research project, the authors offer the concept and direction of “cultural 
computing” as above, and describe, in simple terms and through the realization of an 
actual interactive system, a computing method reflecting the differences of emotion, 
consciousness and memory that will be indispensable for the future communication 
abilities of computers. 

As Cultural Computing is a very broad field, in order to produce a specific exam-
ple, one must pick out a single local culture and use that as a base for building a real 
system. In this case, we chose Zen, a special area of Buddhism, and developed and 
evaluated ZENetic Computer as a system in which people can experience Zen culture 
firsthand. 

2   ZENetic Computer Artistic Concept 

We developed ZENetic Computer as a specific example of Cultural Computing. We 
focused on the roots of Japanese culture, including Buddhist culture, kanji culture, 
waka and haiku poetry. [8] We decided to especially focus on the unique communica-
tion space Zen and sansui ink painting create. 

Below is explained the scenario a user experiences within ZENetic Computer. 
First, the user builds a three-dimensional sansui ink painting on the display using an 
intuitive and user-friendly interface, constructing her own virtual space. 

These images express the natural world that characterizes the East and Japan and 
their philosophical concepts, providing the user with a dramatic experience very dif-
ferent from the images seen in modern-day life. [9] In this way, in the introduction, 
the system brings about a kind of awakening within the user, and encourages their 
unconscious imagination. 
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Next, as the system classifies the user’s state of consciousness based on the com-
position of their sansui landscape design, it generates a story appropriate for the user, 
drawing her through the display into this alternate world. 

Within the story are included mechanisms to shake the user’s consciousness devel-
oped from haiku poetry and Zen riddles (koan). The story built from these elements is 
not a complete linear story like those found in movies or novels, but rather a nonlinear 
collection of short story-fragments. A user who experiences these inconclusive story-
fragments feels a kind of uncertainty, and holds an expectation and desire to build a 
complete story by connecting these fragments. Because of this desire, the user, in 
being asked questions without a “correct” answer, may hesitate somewhat but cannot 
help but try to answer these questions. 

Through several such triggers lurking within the center of culture, the user con-
nects these stories and builds her own unique narrative. Next, as the user uses a virtual 
brush, a rake for the rock garden, and images within the screen in response to ques-
tions posed by the system via images and voice, she begins to realize that the system 
is demanding that she meet it face-to-face. This means the door to her “unified con-
sciousness” has begun to open further. As our desire to connect the story fragments 
mixes with the system’s user interface, the distance between our every-day self and 
our true hidden self begins to shrink. 

Ma interaction plays an important role in the process of fusing together these two 
selves. Ma is a very Japanese concept; it is one that places a high value on ephemeral 
events – the here-and-now – within every experience. 

The user, having thus traveled through several stages and several scenes, now com-
ing to the end of the trip, interacts with a bull, which is used in Zen as a metaphor for 
expressing one’s true self. Through this dialogue, the user can experience the process 
in which the everyday self and the subconscious self fuse together to bring about a 
unified self-consciousness. 

 

Fig. 1. ZENetic Computer at SIGGRAPH 2004 Emerging Technologies 

As the surrounding environment plays a very important role in this experience, we 
have made an effort to conjure an Eastern atmosphere for the ZENetic Computer 
installation. (Fig. 1) 
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3   Story Generated from Symbols 

3.1   Creation of a Typical Sansui Painting 

We divided sansui painting into twelve hieroglyphic characters (rock, mountain, 
moon, traveler, bridge, bird, tree, flower, wise man, cloud and water) and made them 
into icons. The user drags any 2D icon and constructs his or her own 3D sansui paint-
ing. Fig. 2 is an example user-constructed sansui painting. 

Fig. 2. Making a 3D Sansui Ink Painting 

3.2   Sanen Design 

As one can see in the Sesshu painting in Fig. 3, there is a unique method of perspec-
tive for sansui paintings called sanen. Within the painting are three perspectives: 
koen, lying far away with a view from below; heien, with a straight-on view; and 
shinen, close-up and viewed from above. Depending on the position of the user’s 
icons, graphics corresponding to the sanen area are displayed, increasing the realism 
of the user-created sansui painting. 

Fig. 3. Composition of sanen perspective in Sesshu’s work
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Fig. 4. Composition and distance within 3D space 

Fig. 5. Interaction with the rock garden interface 

Table 1. Relationships between Sansui symbols and Haiku 

Haiku Output Icon Priority 

The day passes slowly; A pheasant 
comes down onto the bridge. 

Bird Bridge House 

The rush thatched roof looks cool, 
even from the bridge one can make out 

the aroma of tea. 
Bridge Mountain Cloud 

Advancing through pebbles, there 
flows a rivulet running from a spring. 

Water Cloud Rock 

An old quiet pond/A frog jumps into 
the pond/Splash! Silence again 

Moon House Water 

The autumn moon; I wandered round 
the pond all night long. 

Moon Traveler House 
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3.3   Interactive Story Generation 

When the user finishes creating the sansui painting, she can walk through the three-
dimensional sansui space she created by operating the “rock garden interface” con-
taining a touch panel. (Fig. 5) As the user approaches any sansui painting icon within 
the space, a haiku poem or Zen dialogue is output based on the combination of sansui 
painting icons contained in the framed display, as shown in Table 1. 

4   Interaction Model Using a Buddhist Human Recognition Model 

We include the Buddhist communication method between Zen master and pupil, a 
fashion for the purpose of understanding people, which has been followed for over 
2,000 years. This kind of interaction based on the deep understanding of people is a 
field not yet researched within Western science. 

4.1   Sansui World Expression Based on World Model “Godai” (sky, water, fire, 
wind, earth) 

In Buddhism, the directions and the five elements (godai) constructing the world are 
closely related. Upon walking through the sansui painting world, changes in weather 
based on godai appear depending on the direction of movement. For example, 
weather changes such that if one goes north, it snows; south, a thunderstorm appears; 
east, it gets foggy; and west, it rains. 

4.2   Classification of User Personality Based on Personality Recognition Model 
“Goun: shiki, jyu, sou, gyou, shiki” 

Goun are the elements that make up the core of the Buddist thought in which five 
basic physical and mental elements make up the world; in this interactive system, we 
apply these elements in the classification of personality. The five personality catego-
ries are as follows: 

(Shiki) How nature and materials actually exist 

 (Jyu) Intuitive impression 

 (Sou) Perceived image 

 (Gyou) Process of mind that activates behavior 

 (Shiki) Deep mental process reaching beyond the above processes 

We prepare a two-dimensional goun space made up of 10 areas with these values 
along the vertical axis and their strength (positive or negative) along the horizontal 
axis. When the user generates a sansui landscape according to her preferences, the 
system classifies the user’s individuality through the combination of goun categories 
assigned to the icons that make up the landscape. (Table 2) Through this process, the 
user’s individuality is expressed as a goun value, and the initial value is determined as 
described above. 
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Table 2. Relationships between symbols, Sanen perspective and Goun 

Icon Koen Heien Shinen 
Rock Jyu Sou Siki 

Mountain Jyu Gyou Siki 
Moon Siki Jyu Shiki 

4.3   Zen Dialogue Interactions 

When the user approaches certain objects within the sansui painting, a Zen event 
occurs. Every event is constructed such that one can have an interactive pseudo-real 
experience with a Zen koan. The User, Target and Zen Master agents exist 
within each interaction, and the content of the interaction changes based on their 
interrelationships. 

For example, the koan “Dharma Anjin” (Fig. 6) is a dialogue where once, in re-
sponse to a pupil’s complaint that his inner spirit is in turmoil even after training, 
Dharma replied “Alright, then show me your troubled spirit.” We have translated this 
into an interaction in which one draws one’s inner spirit. The koan “The Lotus 
 

Fig. 6. Zen dialogue "Dharma Anjin," where the user draws herself using the touch screen 

Fig. 7. Zen dialogue "The Lotus Smiles," where the user's goun state increases with successful 
matching of Noh Theater masks 
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Fig. 8. Zen dialogue “The sound of one hand clapping” 

Smiles” (nengemisho), shown in Fig. 7, holds the meaning of telepathy. In order to 
express this, we made an interaction like a matching game, hiding Noh Theater masks 
beneath lotus leaves, such that the leaves change to flower petals when the user finds 
matching masks. Fig. 8 is the koan “the Sound of One Hand Clapping,” wherein the 
system judges the calmness of the user’s spirit by measuring the regularity of the 
user’s hand-clapping. 

5   Interaction Control via Chaos 

One can think of the interaction for the Zen dialogues as being controlled by a combi-
nation of both cooperative and oppositional interactions between three different 
states: (1) the current state of the user (User), (2) the goal the user should reach (Tar-
get), and (3) the Zen master that guides the user (Zen Master). To simulate this proc-
ess, a model is used such that the reaction of the system during user interactions de-
pends on the interaction of the three elements of User, Target and Zen Master, which 
are all expressed as points within goun space. As a method to implement this model, 
one can think of a way to show the positional relationships between the three ele-
ments and the system’s reactions as a table. However, because with this method the 
system’s reactions become fixed, one cannot realize a framework allowing the en-
joyment of various kinds of interactions spanning several uses. In order to allow many 
users to experience various interactions each time they interact with the system, it is 
helpful to introduce an appropriate element of “fluctuation.” 

The system uses a method for the dual synchronization of chaos to realize this fluc-
tuation. [10] The method for dual synchronization of chaos is a model handling the 
synchronization of two or more chaos states. In this case, the system adopts a model 
containing three chaos states, corresponding respectively to the User, Target and Zen 
Master. Each chaos state corresponds to a point in goun space. Under the method for 
dual synchronization of chaos, if one applies an initial value and an appropriate input 
value, the three chaos states relate to one another, moving through goun space, and 
generate an output corresponding to their interactions. For the chaos input, the system 
uses data from the user’s interactions. With the basis of Zen, activity, as the axis, the 
goun value rises (in the plus direction) the more active a user’s interaction, and falls 
(in the minus direction) the less active he is. The data output from the chaos model is 
used after transformation into the system’s reaction data for the user. For example, in 
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the koan “Dharma Anjin,” the position of the Target chaos changes depending on the 
curvature and density of the drawing the user sketches. The higher the density and 
curvature are, the better goun state achieved. In other words, the Zen “enso” (circle) is 
the best. Also, in “The Lotus Smiles,” the goun state rises with a higher accuracy in 
matching images of Noh theater masks. 

6   The Flow of the Story Experience Within Sansui Space 

The story process a user walks through is as follows: (Fig. 9) 

1. Generate a sansui painting 
2. Haiku are generated related to the icons on the sansui painting 
3. When the user approaches objects in the sansui painting, associated Zen dia-

logues appear 
4. Depending on the interaction results from the four Zen dialogues, a form match-

ing the user’s personality is determined from the following four forms of Japa-
nese culture: 

kisoi: comparative design mitate: choice and metaphor 

awase: design in pairs soroe: design based on sets 

The interaction for kimono pattern choice is executed according to the above 
forms. 

5. In conclusion, the “Ten Ox Story” corresponding to the user’s interactions is 
displayed. 

  

Fig. 9. Interaction process and context generation 

7   Application in Context-Aware Environment 

We installed this system in the Ubiquitous Home at the National Institute of Informa-
tion and Communications Technology, making use of RFID (Radio Frequency IDen-
tification) and floor pressure sensors, as well as computer-controlled displays, to 
transform ZENetic Computer into a context-aware interactive experience. We took 
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advantage of the context-aware environment to recognize the presence of people in 
the room, their entrance and exit, and their movement around the room. 

Using these embedded sensors as an interface enriches the interactive experience 
by allowing the user to communicate with the system indirectly. For example, when 
someone walks into the living room, the display turns on and a voice welcomes the 
user. The user’s identity is detected by reading the RFID tag she’s wearing, so she 
may choose to work on a previous painting or start a new one by clicking on a wire-
less tablet-computer interface. 

After the user begins painting with the tablet computer, a voice encourages her to 
stay if she tries to leave before finishing the painting. However, once the painting is 
finished, ZENetic Computer allows free interaction with the system. The system 
watches movement on certain areas of the living room floor, using people’s move-
ment as a trigger to play haiku poems or natural sounds related to the elements of 
sansui. Walking front of the display triggers the painting’s perspective to shift in the 
direction of movement, transforming the three dimensional sansui ink painting into a 
dynamic work of art. 

By taking advantage of RFID and pressure sensors, displays and speakers embed-
ded in this kind of “house of the future”, the ZENetic Computer experience opens up 
from a single touch-screen interface and display to a physical space encompassing an 
entire room. 

 

Fig. 10. ZENetic Computer at the NICT Ubiquitous Home 

8   Evaluation and Future Outlook�

At the 32nd UNESCO General Conference, the meaning of culture was defined once 
again. Culture encompasses all of customs, images, expressions, knowledge, skills, as 
well as related tools, goods, artificial objects and cultural spaces. Not only physical 
cultural relics, but also information exchange systems, communal, spiritual, and phi-
losophical systems are included in the definition of culture. 
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In 2004, ZENetic Computer received second place in the UNESCO-sponsored 
Digital Storytelling Competition of Intangible Heritage. In the future, as the process-
ing power of computers, high quality displays and input devices approach the limits 
of human perception, it is expected that high technology will enter the spiritual do-
main. In the West, Japanese Zen is an old and mysterious philosophy. Indeed, al-
though books try their hand at explanation, it is difficult to truly understand Zen by 
reading alone. ZENetic Computer tries to convey the spirit of a culture through ex-
periences such as participating in Zen dialogues, listening to haiku and exploring 
kimono patterns. 

In the future, there will likely be a strong desire for the thought and design of cul-
tural computing for universal communication, boldly making this kind of cross-
cultural connection. ZENetic Computer was planned with this intent in mind, and for 
its realization the authors made use of advanced game design, graphics, and interac-
tive displays. We are certain that the methods used in ZENetic Computer will flourish 
in the broad field of education and will make possible experience-based cross-cultural 
understanding. 
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Abstract. This paper describes a medium, called Interactive e-Hon, for helping 
children to understand contents from the Web. It works by transforming elec-
tronic contents into an easily understandable “storybook world.” In this world, 
easy-to-understand contents are generated by creating 3D animations that in-
clude contents and metaphors, and by using a child-parent model with dialogue 
expression and a question-answering style comprehensible to children. 

1   Introduction 

We are awash in information flowing from the World Wide Web, newspapers, and 
other types of documents, yet the information is often hard to understand; laypeople, 
the elderly, and children find much of what is available incomprehensible. Thus far, 
most children have missed opportunities to use such information, because it has been 
prepared by adults for adults. The volume of information specifically intended for 
children is extremely limited, and it is still primarily adults who experience the 
globalizing effects of the Web and other networks. The barriers for children include 
difficult expressions, prerequisite background knowledge, and so on.  Our goal is to 
remove these barriers and build bridges to facilitate children’s understanding and 
curiosity. In this research, we are presently considering the applicability of systems 
for facilitating understanding in children. 

This paper describes a medium, called Interactive e-Hon, for helping children to 
understand difficult contents. It works by transforming electronic contents into an easily 
understandable “storybook world.” Interactive e-Hon uses animations to help children 
understand contents. Visual data attract a child’s interest, and the use of concrete 
examples like metaphors facilitates understanding, because each person learns 
according to his or her own unique mental model [1][2], formed according to one’s 
background. For example, if a user poses a question about something, a system that 
answers with a concrete example in accordance with the user’s specialization would be 
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very helpful. For users who are children, an appropriate domain might be a storybook 
world. Our long-term goal is to help broaden children’s intellectual curiosity [3] by 
broadening their world.  

Attempts to transform natural language (NL) into animation began in the 1970s 
with SHRDLU [4], which represents a building-block world and shows animations 
of adding or removing blocks. In the 1980s and 1990s, HOMER [5], Put-that-there 
[6], AnimNL [7], and other applications, in which users operate human agents or 
other animated entities derived from natural language understanding, appeared. 
Recently, there has been research on the natural behaviour of life-like agents in 
interactions between users and agents. This area includes research on the gestures of 
an agent [8], interactive drama [9], and the emotions of an agent [10]. The main 
theme in this line of inquiry is the question of how to make these agents close to 
humans in terms of dialogicality, believability, and reliability. Our research aims to 
make contents easier for users to understand, not for agent humanity. WordsEye[18] 
is text to scene generating system including special data. Our system generates 
animation but not scene. 

Little or no attention has been paid to media translation from contents with the 
goal of improving users’ understanding. 

2   Interactive e-Hon 

Figure 1 shows the system framework for Interactive e-Hon. Interactive e-Hon trans-
forms the NL of electronic contents into a storybook world that can answer questions 
and explain of the answers in a dialogue-based style, with animations and metaphors 
for concepts. Thus, in this storybook world, easy-to-understand contents are created 
by paraphrasing the original contents with a colloquial style, by creating animations 
that include contents and metaphors, and by using a child-parent model with dialogue 
expression and a question-answering style comprehensible to children.  
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contents into 

animation

Scoring 
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Fig. 1. Interactive e-Hon: This system transforms the natural language of electronic contents 
into a storybook world by using animation and dialogue expression 
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Interactive e-Hon is a kind of word translation medium that provides expression through 
the use of 3D animation and dialogue explanation in order to help children to understand 
Web contents or other electronic resources, e.g., news, novels, essays, and so on. 

For a given content, an animation plays in synchronization with a dialogue ex-
planation, which is spoken by a voice synthesizer. 

This processing is based on text information containing semantic tags that follow 
the Global Document Annotation (GDA) 1  tagging standard, along with other, 
additional semantic tags. Tags with several semantic meanings for every morpheme, 
such as “length,” “weight,” “organization,” and so forth, are used. To provide 
normal answers, the system searches for tags according to the meaning of a 
question. To provide both generalized and concretized answers, after searching the 
tags and obtaining one normal answer, the system then generalizes or concretizes 
the answer by using ontologies. Recently, the Semantic Web [11] and its associated 
activities have adopted tagged documentation. Tagging is also expected be applied 
in the next generation of Web documentation. 

In the following sub-sections, we describe the key aspects of Interactive e-Hon: 
the information presentation model, the transformation of electronic contents into 
dialogue expressions, the transformation of electronic contents into animations, and 
the expression of conceptual metaphors by animations. 

2.1   Content Presentation Model 

Our system presents agents that mediate a user’s understanding through intelligent 
information presentation. In the proposed model, a parent agent (mother or father) and a 
child agent have a conversation while watching a “movie” about the contents, and the user 
(or users in the case of a child and parent together) watches the agents. In this model, the 
child agent represents the child user, and the parent agent represents his or her parent (mother 
or father). For this purpose, the agents take the form of moving shadows of the parent and 
child. There are agents for both the user or users (avatars) and others (guides and actors), and 
the avatars are agentive, dialogical, and familiar [12]. Thus, we designed the system for child 
users to feel affinities with ages, helping them to deepen their understanding of contents. 
According to the classification scheme of Thomas Rist [13], a conversational setting for 
users and agents involves more cooperative interaction. This classification includes various 
style of conversation, e.g., non-interactive presentation, hyper-presentation/dialogue, 
presentation teams, and multi-party, multi-threaded conversation.  

The horizontal axis of Figure 2 shows this classification. The vertical axis of Figure 2 
shows the grain size of Interaction between contents and agents. Figure 2 shows the position 
of the agent related researches, in which there are Microsoft Agent at Microsoft Office, 
Talking Head[15], BEAT[8], Steve[10], Kairai[9], Ego chat[16], and Agent Salon[17]. 

With its agents for the users and for others, and with its process of media 
transformation from contents (e.g., question-answering, dialogue, and animation), 

                                                           
1  http://i-content.org/GDA 

Internet authors can annotate their electronic documents with a common, standard tag set, 
allowing machines to automatically recognize the semantic and pragmatic structures of the 
documents. 
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Fig. 2. Interaction among users, agents and contents 

Interactive e-Hon corresponds to between a multi-party, multi-threaded conversation 
and a presentation team. Interactive e-Hon has Morpheme level Interaction, because it 
has a close relationship with the contents being explained.  

2.2   Transformation from Contents into Dialogue Expressions  

To transform contents into dialogues and animations, the system first generates a list 
of subjects, objects, predicates, and modifiers from the text information of a content. 
It also attempts to shorten and divide long and complicated sentences.  

Then, by collecting these words and connecting them in a friendly, colloquial style, 
conversational sentences are generated. In addition, the system reduces the level of 
repetition for the conversational partner by changing phrases according to a thesaurus. 
It prepares explanations through abstraction and concretization based on ontologies, 
meaning that it adds explanations of background knowledge. For example, in the case 
of abstraction, “Antananarivo in Madagascar” can be changed into “the city of 
Antananarivo in the nation of Madagascar,” which uses the ontologies, “Antananarivo 
is a city,” and “Madagascar is a nation.” Similarly, in the case of concretization, 
“woodwind” can be changed into “woodwind; for example, a clarinet, saxophone, or 
flute.” These transformations make it easier for children to understand concepts. 

In the case of abstraction, the semantic tag “person” adds the expression, “person 
whose name is”; “location” adds “the area of” or “the nation of”; and “organization” 
adds “the organization of”. In the case of concretization, if a target concept includes 
lower-level concepts, the system employs explanations of these concepts. 

2.3   Transformation of Contents into Animations 

Interactive e-Hon transforms contents into animations by using the word list described 
in the previous subsection. In an animation, a subject is treated as a character, and a 
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Fig. 3. The public official sternly warned the 
presidents 

Fig. 6. The company did the traffic accident 
hiding 

  

Fig. 4. The company announced the fact of 
untruth 

Fig. 7. The Teddy bear crossed America 

  

Fig. 5. It attracts the buyer's attention Fig. 8. The boy always have a disadvant age 

predicate is treated as the action. An object is also treated as a character, and an asso-
ciated predicate is treated as a passive action. One animation and one dialogue are 
generated for each list, and these are then played at the same time. 

Many characters and actions have been recorded in our database. A character or ac-
tion involves a one-to-many relationship. Various character names are linked to each 
character. Various action names are linked to each action, because often several dif-
ferent names indicate the same action. Actions can be shared among characters in 
order to prepare a commoditized framework of characters. 

Representation of animation is from real motions, gestures, emphasized behaviors 
and cartoon like deformation. Figure 3 is from a human behavior which is close to 
real motions. Figure 4 is an emphasized behavior representing announcing untruth 



 Automatic Conversion from E-Content into Animated Storytelling 29 

 

fact. The lighting fairy lamp of Figure 5 is cartoon like deformation. Figure 6 
represent the traffic accident hiding by cartoon like deformation of that the man close 
the rolling door and hide the background of the traffic accident. Figure 7 is also 
cartoon like deformation by using the map. Figure 8 is representing expression of 
feeling from the text of disadvantage. 

If there is a word correspondence between the name of a character and a subject or 
object in the list, the character is selected. If the subject or object is a company or  
government and other public offices, a man in suit is selected. If there is no word 
correspondence, in the case of the semantic tag “person,“ the system selects a general 
person character according to an ontology of characters.  

The background file is selected by the order of priority of the semantic tag 
“location”, “pur”(purpose), “sbj”(subject).  

2.4   Searching and Transformation of Metaphors into Animations 

If a user does not know the meaning of a term like “president,” it would be helpful to 
present a dialogue explaining that “a president is similar to a king in the sense of 
being the person who governs a nation,” together with an animation of a king in a 
small window, as illustrated in Figure 9. People achieve understanding of unfamiliar 
concepts by transforming the concepts according to their own mental models [1][2]. 
The above example follows this process.  

The dialogue explanation depends on the results of searching world-view databases. 
These databases describe the real world, storybooks (with which children are readily 
familiar), insects, flowers, stars, and so on. The world used depends on a user’s 
curiosity, as determined from the user’s input in the main menu. For example, “a 
company president controls a company” appears in the common world-view database, 
while “a king reigns over a country” appears in the world-view database for storybooks, 
which is the target database for the present research. The explanation of “a company 
president” is searched for in the storybook world-view database by utilizing synonyms 
from a thesaurus. Then, the system searches for “king” and obtains the explanation, “A 
company president, who governs a company, is similar to a king, who governs a 
nation.” If the user asks the meaning of “company president,” the system shows an 
animation of a king in a small window while a parent agent, voiced by the voice 
synthesizer, explains the meaning by expressing the results of the search process.  

In terms of search priorities, the system uses the following order: (1) complete 
correspondence of an object and a predicate; (2) correspondence of an object and a 
predicate, including synonyms; (3) correspondence of a predicate; and (4) 
correspondence of a predicate, including synonyms. 

Commonsense computing [14] is an area of related research on describing world-views 
by using NL processing. In that research, world-views are transformed into networks with 
well-defined data, like semantic networks. A special feature of our research is that we 
directly apply NL with semantic tags by using ontologies and a thesaurus. 

For example, there is one of explanations of a house servant, in which “a house 
servant is similar to a pupil of a wizard in the sense of obeying someone” together 
with an animation of that in a small window. There is one of explanations of a bear, 
in which “a bear is similar to a wolf in the sense of attacking someone” together with 
an animation of that in a small window. 
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Fig. 9. A sample view from Interactive e-Hon 

In this case, e-Hon is explaining the concept of a “president” by showing an animation of a 
king. The mother and child agents talk about the contents. The original text information can be 
seen in the text area above the animation. The user can ask questions to the text area directly. 

The original text: 
“President Roosevelt went bear hunting and he met the dying bear in autumn of 1902. How-

ever, the President refused to shoot to death and helped the bear. With the caricature of Clifford 
Berryman, the occurrence was carried by Washington Post as a heartwarming story.” 

The following is a dialogue explanation for this example: 
Parent Agent: President Roosevelt carried out to bear hunting. Then, it met with dying small 

bear. 
Child Agent: The President is having met the small bear which is likely to die. 
---- 
A real child: What is a president, mummy? (Then, his mother operate e-Hon system by 

clicking the menu) 
 (Here, an animation using the retrieved metaphor is played.) 
Parent agent: A president is similar to a king as a person who governs a country.(With 

king’s animation in a small window) 
A real parent: A president is a great man, you know? 
---- 
Parent Agent: Do you know what did it carry out after this? 
Child Agent: No. what did it carry out after this? 
Parent Agent: the President refused to shoot to death. And, the President helped the small 

bear. 
Child Agent: The President assisted the small bear. 
Parent Agent: The occurrence was carried by Washington Post as a heartwarming story, 
with the caricature of Clifford Berryman. 
Child Agent: The episode was carried by News paper as a good story. 
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3   Application to Web Contents 

Web contents can easily be created by anybody and made available to the public. 
These contents differ from publications, which are written by professional writers and 
edited by professional editors, in that they are not always correct or easy to 
understand. Because these contents may include errors and unknown words (like 
neologisms, slang words, and locutions), they tend to be ill-defined. In this section, 
we thus discuss practical problems and solutions in transforming Web contents into a 
storybook world. 

For example, we might try to transform the actual content, “the origin of the teddy 
bear’s name,” from a Web source into an animation and a dialogue (Figure 9) Web 
contents can easily be created by anybody and made available to the public. These con-
tents differ from publications, which are written by professional writers and edited by 
professional editors, in that they are not always correct or easy to understand. Because 
these contents may include errors and unknown words (like neologisms, slang words, 
and locutions), they tend to be ill-defined. In this section, we thus discuss practical prob-
lems and solutions in transforming Web contents into a storybook world. 

For example, we might try to transform the actual content, “the origin of the teddy 
bear’s name,” from a Web source into an animation and a dialogue (Figure 9). 

3.1   Transformation of Web Contents into Dialogues 

As described above, the system first generates a list of subjects, objects, predicates, 
and modifiers from a content’s text information; it then divides the sentences in the 
text. For example, it might generate the following lists from the long sentences shown 
below: 

(Original Sentence 1) 
“It is said that a confectioner, who read the newspaper, made a stuffed bear, found 

the nickname “Teddy,” and named it a “Teddy bear.” 
(List 1) MS: modifier of subject; S: subject; MO: modifier of object; O: object; 

MP: modifier of predicate; P: predicate. 

- S: confectioner, MS: who read the newspaper, P: make, O: stuffed bear;  
- S: confectioner, P: find, O: nickname “Teddy,” MO: his;  
- S: confectioner, P: name, MP: “Teddy bear”; 
- S: it, P: said. 

(Original Sentence 2) 
“But, the president refused to shoot the little bear and helped it.” 
(List 2) 

- S: president, P: shoot, O: little bear; 
- S: president, P: refuse, O: to shoot the little bear;  
- S: president, P: help, O: little bear. 

The system then generates dialogue lines one by one, putting them in the order (in 
Japanese) of a modifier of the subject, the subject, a modifier of an object, the object, 
a modifier of the predicate, and the predicate, according to the line units in the list. To 
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provide the characteristics of storytelling, the system uses past tense and speaks dif-
ferently depending on whether the parent agent is a mother or a father. 

Sometimes the original content uses reverse conjunction, as with “but” or “how-
ever” in the following example: “but…. what do you think happens after that?”; “I 
can’t guess. Tell me the story.” In such cases, the parent and child agents speak by 
using questions and answers to spice up the dialogue. Also, at the ending of every 
scene, the system repeats the same meaning with different words by using synonyms. 

3.2   Transformation of Web Contents into Animations 

In generating an animation, the system combines separate animations of a subject as a 
character, an object as a passive character, and a predicate as an action, according to 
the line units in the list. 

For example, in the case of Original Sentence 2 above, first,  

- president (character)  shoot (action) 
- little bear (character; passive) is shot (action; passive) 
are selected. After that,  
- president (character)  refuse (action) 
is selected. Finally,  
- president (character)  help (action) 
- little bear (character; passive) is helped (action; passive) 
are selected. 

This articulation of animation is used only for verbs with clear actions. For exam-
ple, the be-verb and certain common expressions, such as “come from” and “said to 
be” in English, cannot be expressed. Because there are so many expressions like 
these, the system does not register verbs for such expressions as potential candidates 
for animations. 

3.3   Handling Errors and Unknown Words 

One problem that Interactive e-Hon must handle is dealing with errors and unknown 
words from Web contents, such as neologisms, slang words, locutions, and new man-
ners of speaking. The text area in the system shows original sentences. Erroneous 
words and unknown words are thus shown there, but they are exempt from concept 
explanation by metaphor expression. 

In generating dialogue expressions using such words, the resulting dialogues and 
animations may be strange because of misunderstood modification. In the case of a 
subject or predicate error, an animation cannot be generated. In the Interactive e-Hon 
system, if an animation is not generated, the previous animation continues to loop, so 
errors may prevent the animation from changing to match the expressions in a dia-
logue. If both the animation and the dialogue work strangely, the text area helps the 
user to guess the original meaning and the reason for the problem. In addition, new or 
unknown words can be registered in the NL dictionary, the animation library, and the 
ontologies. 

In fact, our example of “the origin of the teddy bear’s name” from the Web may 
exhibit some errors in Japanese, such as the equivalent of “Teodore Roosevelt” or 
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“Othedore Roosevelt”. In such cases, since the original text is shown in the text area, 
and most of the variant words corresponding to “Roosevelt” are related to “the presi-
dent,” this was not a big problem. 

4   Experiment Using Subjects  

We conducted an experiment using real subjects to examine whether Interactive e-Hon’s 
expression of dialogue and animation was helpful for users. We again used the example of 
“the origin of the teddy bear’s name.”. Three types of content were presented to users and 
evaluated by them: the original content read by a voice synthesizer (content 1), a dialogue 
generated by Interactive e-Hon and read by a voice synthesizer (content 2), and a dialogue 
with animation generated by Interactive e-Hon and read by a voice synthesizer (content 3). 
The subjects were Miss T and Miss S, both in their 20s; child K, five years old; and child 
Y, three years old. Both women understood content 2 as a dialogue but found content 1 
easier to understand because of its compaction. They also thought content 3 was easier to 
understand than content 2 because of its animation. T, however, liked content 1 the best, 
while S favored content 3. As T commented, “Content 1 is the easiest to understand, 
though content 3 is the most impressive.” In contrast, S commented, “Content 3 is 
impressive even if I don’t hear it in earnest. Content 1 is familiar to me like TV or radio.” 
She also noted, “The animations are impressive. I think the dialogues are friendly and may 
be easy for children to understand.” 

K, who is five years old, said that he did not understand content 1. He first felt that 
he understood content 2 a little bit, but he did not express his own words about it. He 
found content 3, however, entirely different from the others, because he felt that he 
understood it, and he understood the difficult word kobamu in Japanese, which means 
“refuse” in English. Child Y, who is three years old, showed no recognition of 
contents 1 and 2, but he seemed to understand content 3 very well, as he was able to 
give his thoughts on the content by asking (about President Roosevelt), “Is he kind?”. 

In this experiment, we observed that there was a difference between the results for 
adults and children, despite the limited number and age range of the subjects. At first, 
we thought that all users would find it easiest to understand content 3 and would like 
it and be attracted by it. In fact, the results were different.  

We assume that contents that are within a user’s background knowledge are easier 
to understand by regular reading, as in the case of the adults in this experiment. In 
contrast, for contents outside a user’s background knowledge, animation is expected 
to be very helpful for understanding, as in the case of the children. Further 
experiments may show that for a given user, difficult contents outside the user’s 
background knowledge can be unde rstood through animation, regardless of the 
user’s age. 

5   Discussion 

Interactive e-Hon’s method of expression through dialogue and animation is based on 
NL processing of Web contents. For dialogue expression, the system generates a 
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plausible, colloquial style that is easy to understand, by shortening a long sentence 
and extracting a subject, objects, a predicate, and modifiers from it. For animation 
expression, the system generates a helpful animation by connecting individual anima-
tions selected for the subject, objects, and predicate. The result is expression through 
dialogue with animation that can support a child user’s understanding, as demon-
strated by the above experiment using real subjects. 

In the process of registering character data and corresponding words, or an action 
and its corresponding words, which are one-to-many correspondences, certain groups 
of words that are like new synonyms are generated via the 3D contents. These groups 
of synonyms are different from NL synonyms, and new relationships between words 
can be observed. This can be considered for a potential application as a more practical 
thesaurus based on 3D contents, as opposed to an NL thesaurus. 

Reference terms (e.g., “it,” “that,” “this,” etc.) and verbal omission of a subject, 
which are open problems in NL processing (NLP), still remain as problems in our 
system. As a tentative solution, we manually embedded word references in the GDA 
tags. A fully automatic process knowing which words to reference will depend upon 
further progress in NLP. 

As for the process of transforming dialogues, Interactive e-Hon generates all ex-
planations of locations, people, and other concepts by using ontologies, but granular 
unification of the ontologies and user adaptations should be considered from the per-
spective of determining the best solution for a given user’s understanding. 

6   Conclusion 

We have introduced Interactive-e-Hon, a system for facilitating children’s under-
standing of electronic contents by transforming them into a “storybook world.”  
We have conducted media transformation of actual Web contents, and demon-
strated the effectiveness of this approach via an experiment using real subjects. 
We have thus shown that Interactive e-Hon can generate satisfactory explanations 
of concepts through both animations and dialogues that can be readily understood 
by children. 

Interactive e-Hon could be widely applied as an assistant to support the understand-
ing of difficult contents or concepts by various kinds of people with different back-
ground knowledge, such as the elderly, people from different regions or cultures, or 
laypeople in a difficult field. 

As future work, we will consider expanding the databases of animations and 
words, and applying Interactive e-Hon to several other kinds of contents. 
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Abstract. Building story-based interactive systems are important for entertain-
ment and education. In the storytelling system, a user can change the discourse 
of the story by talking with the character. The problem is that the scene goals in 
the realistic situations are complex and often multiple goals make effects to de-
cide the current action. When a user asks something to the character, the charac-
ter needs to arbitrate multiple goals based on the priorities, the current action 
plan, and the contents of the conversation. In this paper, we propose the method 
for controlling multiple temporal goals of the story character. The character 
controls its reaction to the user interactions by using temporal key action 
(TKA). TKA is a temporal sub-goal setting with time constraint and a priority 
value. When the TKA is newly added, the action sequences are interpolated us-
ing an action network. We created a story-based animation example in which 
the user can be a detective in the virtual London city.  

1   Introduction 

Controlling interactions of multiple characters are important for story-based interac-
tive animation and computer games. Fig. 1 shows the example of typical story-based 
interactive animation. In the story environment, characters typically have multiple 
goals defined by the story settings. When a user interacts with the character, charac-
ter’s new goals are generated and spontaneous action sequences begin. For example, 
when the user asks the character to do something, the character needs to decide if the 
character can accept the request by considering its current goals and time constraints 
described in the story in advance. The character might reject the user’s request due to 
the time limitations, or its mental status such as emotion and interpersonal relation-
ships. When the character accepts user’s request, the planned action sequences should 
be recalculated based on the user’s requested temporal goals. 

To construct such a complex story environment, interactive characters should have 
the following functions: 

Generating time and location constraint action plan: When user and the character 
decides to meet at the specific location, the characters needs to plan action sequences 
by referencing time stamps. For example, when the user asks a character to “meet 
with person A at B street on C o’clock”, the character should proper action sequences 
to satisfy that time and location conditions. By sharing the time and location specifi-
cations between multiple characters, synchronized action can be generated.  
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Arbitrating multiple temporal goals: A character has multiple temporal goals in 
story environment with different priorities. For example, when a user request an in-
formation about the accidents to a resident in a town, the resident might be busy due 
to his works. The user needs to change the priority by talking with the character. 

In this paper, we propose the story-based interaction synthesis technique based on 
conversational control of temporal key actions. We control character’s actions by 
using a key action technique. The key action specifies the important action and timing 
that characterize the discourse of the story. Key actions are interpolated using an 
action network.  

The character controls its reaction to the user interactions by using temporal key 
action (TKA). TKA is a temporal sub-goal specification with time constraint and a 
priority value. When the TKA is newly added, the action sequences are interpolated 
using an action network. By integrating TKA and template-based language synthesis 
technique, the character can explain the current and future action plan. The user can 
dynamically change the priority of TKA through the conversation with the character.  
We created a story-based animation example in which the user can be a detective in 
the virtual London city.   

   

Fig. 1. Snapshots from multiple character animation using key interaction control method. A 
user can change the discourse of the story by making a conversation with characters. 

2   Previous Works 

Behavior control of virtual humans has been one of the important topics in computer 
graphics. [Noser et al. 1995, 1996] presented a navigation model for animation 
characters using synthetic visions, whilst [Bandi and Thalmann 1998] discretized a 
synthetic environment into a 3D uniform grid to search paths for autonomous 
characters. IMPROV uses script language to control the actor’s interactive 
motion[Perlin and Goldberg 1996]. [Faloutsos et al 2001] proposed a composer able 
controller for physically-based character animation.  Goal directed action control using 
behavior network was proposed by [Maes 1989]. The proper behavior modules are 
selected by propagating activation from the goal behavior. [Swartout2001, 
Martinet2003] proposed story-based  virtual reality systems using interactive characters.  

[Funge 1999] proposed the cognitive modeling technique for virtual characters. 
Characters can control its actions by using goal specifications and planning technique. 
[Mori 2004] has proposed the early concept of key action control method. The 
previous method provides static goal setting, and temporal goal arbitrations are not 
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considered.  In this paper, we focus on the problem of time constrained multiple goal 
arbitrations in the complex story situations.  

Human motion synthesis techniques have also been extensively investigated. [Rose 
et al. 1998] introduced the framework of “verbs and adverbs” to interpolate example 
motions with a combination of radial basis functions. [Kovar et al. 2002] introduced a 
motion graph to represent transitions between poses of the captured motion data. A node 
of this graph represents a pose, and two nodes are connected by a directed edge if they 
can be followed from one to the other. [Lee et al. 2002] represented motion data with a 
graph structure, and provided a user interface for interactive applications. [Pullen and 
Bregler 2002] developed a method for enhancing roughly-keyframed animation with 
captured motion data. [Li et al. 2002] developed a two-level statistical model by 
combining low-level linear dynamic systems with a high-level Markov process. 
Generating gestures from natural languages was developed by [Cassell 1994, 2000]. 

In the narrative theory field, [Propp1958] proposed that classic folktales can be 
constructed by series of typical character actions. Propp named the character’s typical 
action prototype functions. A function is an abstracted character action such as “The 
hero leaves home” and “The villain harms a member of the community”.  [Sgouros 
1999] proposed a dynamic generation technique of interactive plots. The framework 
supports an Aristotelian plot conception, in which conflict between antagonistic 
forces develops out of an initial situation. Our multiple key action technique is useful 
for filling the gap between animation and the logic-based plot control technique be-
cause continuous animations can be produced from abstract story descriptions with 
motion-level consistency. 

3   Key Action Technique 

3.1   Overview of the Key Action Method 

Story can be considered as a collection of character’s composite actions with a proper 
order and timing. Character’s composite acting is modeled by a sequence of small 
actions. When the user interacts with the character, the character’s actions locally 
changes, but we would like to maintain global consistency of actions.  

To generate improvisational action with global consistency, we introduce key ac-
tions that corresponds to the important action in the story. Fig. 3 shows the Story’s 
 

 

Fig. 2. Storyboard interface for key action setting 
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Fig. 3. Interpolating key action using spatial action network 

structure is described using series of key actions like Propp’s functions [Propp1958]. 
Actor’s action has degree of freedom between key actions. For example, if there is a 
key action describing “actorA find object B in room C”, there are a lot of variations 
how actorA finds object B. Another actor or user may happen to talk to the actorA 
while it is searching in the room.  

Key action interpolation is a function that generates action sequences between key 
actions. There are many possible interpolated actions. Proper action sequences are 
selected by referencing current situations and internal actor’s status such as emotion 
parameters. 

3.2   Story Descriptions Using Key Action Network 

Fig. 2 is the example of storyboard interface to visually describe key ac-
tions[MORI04].  A key action k is defined by  

k: Actor[Actor ID] Do [Action ID] at [Previous Key Action ID, Relative time]  

Actor ID is actor identifier, Action ID is action module identifier to output actor 
motion(Details are described in 4.1.), Previous Key Action ID is identifier of the key 
action that become standard in providing execution time of this key action k. Relative 
Time is the specification of relative interval of time from Previous key Action to this 
key action k. 

There are two categories of key actions. Static key actions define the story actions 
described by creators in advance. Temporal key actions are determined by the actor’s 
internal module. Key actions are more like human actor’s script in movie scenes be-
cause characters need to add various actions between key actions. 

4   Key Action Interpolation Using Spatial Action Network 

4.1   Action Modules and Action Network 

Key actions are interpolated with sequence of actions using action network. Action 
modules are abstract functions representing what and where the actions take place. 
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Action modules consist of pre-condition, post-condition, temporal key action control-
ler, and motion controller.  

Temporal action controller(TKAC) controls the reaction of the character by tempo-
rarily control sub-goal settings. TKA has priority value in addition to the KA defini-
tion in Sec. 3.2. The priority value of the TKA is calculated in TKAC.   

Action modules are connected by spatial action networks that represent possible 
connections of actions. An action network consists of a directed graph connecting 
action modules. Arcs represent direction of the module connections. 

An action network is automatically generated from a collection of action modules. 
Continuity of the action is evaluated and the possible action modules are linked to-
gether.  First the possible action modules are selected by the scene descriptions. For 
example, there is a suitable class of actions in breakfast scenes. Then, we evaluate the 
two types of continuity: 1) spatial continuity, and 2) pose continuity. Spatial continu-
ity means that not all actions are executable in all the positions. Spatial continuity is 
evaluated by referencing a precondition of the action modules. Pose continuity means 
that the end of one action module and beginning of the other action module is con-
nectable.  

Action modules are abstracted by a controller, and we separate the actual imple-
mentation of the motion synthesis technique. In the experiments in this paper, we use 
a simple motion transition graph to connect roughly the continuous motion segments.  

Action network is represented as N M =(G=(M, A), lengthM) where node m M is 
action module, graph G consists of  directed arc a A, and lengthM(a) corresponds to 
execution time Ttail . Execution time of an action sequence can be represented by the 
total length of a partcial graph. 

lengthp(P) = lengthM(a)                                                  (1) 

4.2   Multiple Path Finding over Action Networks 

Actors can improvise behaviors to satisfy key actions by searching optimal path in the 
action network. Fig. 4 shows the concept of key action interpolation. To interpolate 
key action, possible action sequences are evaluated based on time constraints. Key 
action interpolation can be done by extending Dijkstra method [Dijkstra1958].   

In original Dijkstra method, only minimum cost path is selected. Therefore we ap-
ply Dijkstra method twice in forward and backward. We reverse directed graph when 
we apply Dijkstra method in backward. By adding cost of each nodes obtained by 
backward and forward search, we can obtain the minimum path of three nodes {begin 
node, relay node, end node}.  

Let us mi is an action module specified by a key action ki . When we thinks an ac-
tion sequences to satisfy two key actions ki and ki+1 , the time constraint condition can 
be represented by 

lengthk(ki,  ki+1)= lengthp(Pi) + T     (-Te <T<Te)                              (2) 

where T  is an margin time, and Te is maximum time tolerance. Action sequences are 
calculated using the above time constraint conditions.   

Using the time constraint conditions, the proper action sequence Pi = (mi, mk, mk+1, 
…, mi+1) is generated using the following steps:  
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Apply Dijkstra method from ki to ki+1, and then from ki+1 to ki. In the Dijkstra 
method, the minimum distances from the beginning node are stored in each node in 
the action network. Let Cj

forward , C
j
back  be the minimum distance at node j. 

Let action sequence Pi be the minimum path that satisfy the begin and end key ac-
tions, and relay key actions. The total length is lengthM(Pj) = Cj

forward+Cj
back 

lengthk(ki, ki+1) ≤  lengthp(Pj) + T     ( T>0 )                                (3) 

Consider the action modules that are executable repeatedly. The original Dijkstra 
method does not count such nodes. When N repeating nodes are included in candidate 
path Pj,  
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where K is  

Kr+n=lengthk(ki, ki+1)-lengthp(Pi) / lengthM(mr+n) (5) 

The minimum distance is selected as  

|lengthk(ki, ki+1)- lengthp(Pi) - T)|  min (6) 

4.3   Sharing Key Actions for Cooperative Actions 

We need to synchronize the multiple characters’ actions in most of the story. For 
example, when Actor_A meets Actor_B at location C on time D, two actors need to 
move to the location C and improvise actions until time D. The characters might 
spend time by shopping, having a coffee, or talking with friends. In this case, we use 
key action association.  When two characters (actorA and actorB) meet and talk, the 
actorA and actorB have key actions of the same location and the same time. 

lengthk(ki ki+1)
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Fig. 4. Key action interpolation using the action network 
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Fig. 5. Example of temporal key actions. Action modules can create temporal key actions to 
dynamically change the course of the actions, whilst maintaining the global story structure. 

4.4   Controlling Temporal Key Actions 

Key actions are used to control the character’s action by the consequence of the user’s 
interactions. The character is capable of controlling the temporal key actions. For 
example, when the user asks the character to do something, and the character has 
enough time, it will changes its temporal goal to answer. Temporal key action rules 
can be described as follows:  

If (condition) then insert or delete Temporal key action #n 
Fig. 5 shows the example of temporal key action control. Action modules can cre-

ate temporal key actions to dynamically change course of actions, yet the global story 
structure is still maintained. 

When new temporal key action  tkj is added to an action sequences Pi = (mi, mk, 
mk+1, …, mi+1)  between key actions ki�ki+1, new action sequences Pi = (mi, mk, mk+1, 
…, mk+m, …, mi+1)  is generated. Let the action sequence between mi  and mk+m be 
Pexecuted , the application condition of tkj  is as follows: 

Lengthp(Pt) ≤  lengthp(P)-lengthp(Pexecuted) (7) 

When a new TKA satisfied the above conditions, the TKA is inserted in the action 
sequence, and the new action sequence is dynamically generated. 
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5   Conversational Control of Multiple Temporal Key Actions 

Characters typically have multiple scene goals described in the story. These pre-
defined multiple goals contain daily sequences and story events. When a user talks 
with the character, the character needs to arbitrate the priority of multiple goals based 
on the current action plans and the contents of the conversation.  The character con-
trols its reaction to the user interactions by using temporal key action (TKA). TKA is 
a temporal sub-goal setting with time constraint and a priority value. By integrating 
TKA and template-based language synthesis technique, the character can explain the 
current and future action plan. 

5.1   Arbitrating Multiple TKA Using Priority Values 

When there are many possible TKAs at the current situation, the character can not 
adopt all TKAs within limited time. Therefore the character needs to select proper 
TKA to generate a proper action sequence.  

TKA has a priority value as described in Sec. 4.1. We examine the possibility of 
adding a new TKA by dynamically calculate a temporal action sequences. If the tem-
poral action sequences are executable, the character add a new TKA in the current 
action sequences. Let us the current action sequences be calculated from two KA and 
one TKA : {KAa,  TKAa, KAb}.  When new TKAb is generated, the character tempo-
rarily generate an action sequences  {KAa,  TKAa, TKAb, KAb}. If the new action 
sequence is executable,  the current action sequence is replaced to the new one. 

Arbitrating process of multiple TKAs can be done by the following steps:  

1) Sorting TKAs by using priority values within the planning scope Tplaning. Select 
candidates by thresholding sorted TKA with threshold value C. 

2) Calculate a temporal action sequence by applying the TKA with the highest 
priority. 

3) Check the time constraint of the new temporal action sequence. If the action 
sequence is executable, remove the TKA from the candidate list. Then, go to 2) 
and apply new TKA with the second priority value.  

4) Apply 3), 4) to the all candidates TKAs in the list.  

In step 2), the generation of a temporal action sequence can be done as follows.  
Let mexecut  be the action module that are currently executing. Let the sorted and thresh-
olded temporal key actions are tka=(tk(1), tk(2), …, tk(n)). First, we calculate the action 
sequence from mexecut  to a closest story key action KA with k (1) . If it is possible to 
calculate a temporal action sequence considering time constraint, k (1) is adopted. 
When the priority values of TKAs are changed by the situation change or user’s 
utterance, the sorted order of TKAs are changed. Then the new action sequences are 
re-computed. 

5.2   Conversational Control of TKA 

The user can dynamically change the priorities of TKAs by the conversation with the 
character. We created a story-based animation example in which a user can be a  
detective in the virtual London city.  5.2.1 describes an interactive action planning 
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technique using an utterance from the user. 5.2.2 describes a template-based conver-
sation synthesis technique using an action plan. 

5.2.1   Changing the Priority of TKA by User’s Utterance 
User’s utterance gives an influence to the priority of TKA. When a user talks to a 
character, TKA controllers analyze the utterance by using a standard lexical analyzer. 
Priority control rules in TKA controller decide the influence value on effect value. 
When the priority value changes, the action sequence is updated using the arbitration 
method in Sec. 4.3. 

5.2.2   Generating Character’s Conversational Response 
Characters respond to user’s requests by generating conversation. When a character 
received a user’s utterance, the character matches the input text and condition of the 
conversation templates. Conversation template consists of user’s utterance, a history 
of executed action sequence, story key action, TKA, and non-executed TKA. For 
example, in the detective RPG game, when the user asks “Could you let me know 
about A?”, and the character’s priority is low, the character may select an answer 
“Could you come back later because I’m busy doing X”. 

6   Examples 

We applied the proposed method to a multi-user RPG game. In this game, the user 
plays the role of Sherlock Holmes in a virtual London city. User can control the lo-
comotion of the character using a keyboard or a game controller pad. The system 
displays the candidate utterances to the user. In this example, 6 characters are 
controlled. 

6.1   Key Action-Based Behavior Generation 

We show the example of key action control of a café stuff and a male character. Table 
1 and 2 show story key actions in the café scene. We would like to have a scene that 
the café staff and the make character bumps each other before the café. The characters 
should improvise actions between the specified actions based on their roles.   

To create such a scene, we specify the key actions of going out an office  (k0
(Male)), 

stagger before the cafe (k1
(Male)),  standing at the crossings (k2

(Male)) for a male actor. For 
staff’s key actions, standing before a counter (k0

(staff)), picks up a garbage (k1
(staff)). By 

specifying “stagger before the cafe (k1
(Male))” and “picks up a garbage (k1

(staff))” at the 
same time stamps, we can generate the action sequences that satisfy the time constraint.  

We show snapshots of the produced animation in Fig. 6. The animation sequence 
with action networks is in the video. Red nodes in the action network are key actions, 
green nodes are TKA, and orange lines show the action sequences that satisfy key 
action settings. 

6.2   Changing Character’s Priority via Conversation 

The user controls Holmes, and asks information about the incident from the café staff. 
First, the café staff answers “I’m busy” because of TKAs created by the customer 
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characters inside the cafe. However, after Holmes explains about the importance of 
the hearing, the priority of café staff’s TKA changes. The action sequences are re-
computed, and action modules to answers the questions are selected. The result of the 
generated animation sequences are in the video. 

Table 1. Key action example of a make actor

Actor(Male) Do(collide:32) at(k0
(Male), 780)k1

(Male)

Actor(Male) Do(stand:3) at(k1
(Male), 1500)k2

(Male)

Actor(Male ) Do(open_door:18) at(none, 0)k0
(Male)

ScriptKey action

Actor(Male) Do(collide:32) at(k0
(Male), 780)k1

(Male)

Actor(Male) Do(stand:3) at(k1
(Male), 1500)k2

(Male)

Actor(Male ) Do(open_door:18) at(none, 0)k0
(Male)

ScriptKey action

Table 2. Key action example of a café stuff

Actor(Staff) Do(pick_up:31) at(k0
(Staff) , 750)k1

(Staff)

Actor(Staff ) Do(counter:1) at(none, 0)k0
(Staff)

ScriptKey action 

Actor(Staff) Do(pick_up:31) at(k0
(Staff) , 750)k1

(Staff)

Actor(Staff ) Do(counter:1) at(none, 0)k0
(Staff)

ScriptKey action 

 

 

Fig. 6. Correspondence of key actions and snapshots of the generated animation sequence 

7   Conclusion 

In this paper, we propose the story-based interaction synthesis technique based on 
conversational control of temporal key actions. Behaviors of the characters are  
controlled by changing the priorities of the characters. Discourse of the story is 
changed by accumulating such changes.  

The limitations of the current technique may be the conversation synthesis tech-
nique is still limited. Integration with the more sophisticated conversation modules 
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will be useful. In future, we extend our approach to the more complex story situations 
and interactions with many characters. 
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Abstract. The validity of texture mapping is an important issue for
point or mesh based surfaces. This paper provides a new constrained
texture mapping method which is capable of ensuring the validity of
texture mapping. The method employs the “divided-and-ruled” strategy
to construct a direct correspondence between the respective patches of
the texture image and 3D mesh model with feature matching. The mesh
model is segmented based on the “approximate shortest path”. Further,
a “virtual image” relaxation scheme is performed to refine the rendering
effect. We show how mesh morphing can be conducted efficiently with our
constrained texture mapping method. Experiment results demonstrate
the satisfactory effects for both texture mapping and mesh morphing.

Keywords: Texture mapping; Approximate shortest path; Morphing.

1 Introduction

Texture mapping plays an important role in computer graphics and virtual re-
ality. Without this technique, it would be a time-consuming task to render the
details of complex models and the nature scene with realistic appearance. To
accomplish texture mapping from a texture image onto a 3D face mesh model,
the fundamental issue is to construct a one-to-one correspondence between the
model and texture plane. Conventionally, this is achieved by parametrization
of the mesh surface. Furthermore, some applications demand rigid correspon-
dence between the features of model and those of the texture image during the
parametrization process, for example, when mapping an image of a face to a 3D
face model, the details of the eyes, nose, etc must be mapped precisely to the
correspondent parts on the face model. This problem is commonly referred to
as constrained texture mapping. The constrained texture mapping of a 3D mesh
is a tedious work since no intrinsic parametrization of the 3D mesh satisfying
these constraints is available. Although several constrained texture mapping ap-
proaches were proposed in recent years, most of them make no guarantee of the
validity of the parametrization.

1.1 Related Work

Continuous efforts were made concerning constrained texture mapping in the
past several years [3] [4] [6] [14] [15]. Most of the proposed methods mainly deal
� Corresponding author.

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 48–58, 2005.
c© IFIP International Federation for Information Processing 2005



A New Constrained Texture Mapping Method 49

with the mesh model with disc topology, since a complicated mesh model can
always be decomposed into several “meaningful” disc topological patches and all
current texture mapping methods can be applied to a patch with disc topology.

Levy proposed a method capable of dealing with iso-parametric curves [3].
Subsequently Levy solved the problem of feature mapping by respecting an ar-
bitrary set of constrained features [4] and enabled the method to satisfy the
constraints. Levy’s method works well for a small number of constraints but can
lead to invalid parametrization when dealing with a large set of constraints. The
main drawback of the above approaches is that both of them cannot always en-
sure the validity of the texture mapping. Validity is an essential and important
issue for constrained texture mapping which can be regarded as a problem of
special parametrization of the mesh surface.

In a recent work, Kraevoy et al brought forward a method [6] called Match-
maker. This method adopts the “divided-and-ruled” method to parameterize the
3D meshes onto the planar region. Although this method can ensure the validity
of texture mapping, it needs to parameterize the mesh model onto the planar
region as a pre-processing, which is in fact a difficult work. On the other hand,
it incurs incorporating with steiner vertices and the number of steiner vertices
may vary from several tens to thousands according to the complexity of the mesh
model. The process is therefore tedious. Furthermore, if the 3D mesh model is of
low density or the mesh quality is poor, the decomposed triangular patches are
usually jagged, and the matching between the irregular patches and the triangles
on the texture plane must undergo a refinement operation as a post-process.

1.2 Our Work

This paper provides a new constrained texture mapping method ensuring the
validity of parametrization. The method employs also the “divided-and-ruled”
strategy; however it does not need to parameterize the 3D mesh model as a
preprocess, rather it applies directly a decomposition scheme to the 3D mesh
model and parameterize each divided 3D patch. The texture image is segmented
based on the same feature set. Texture mapping is then preformed between each
pair of corresponding mesh region and texture triangle.

Besides the validity of the texture mapping, our method has two advan-
tages over the previous methods. Firstly, our method does not inquire a global
parametrization of the entire mesh as a preprocess, instead, it performs a local
parametrization over each segmented region on the mesh, thus both the com-
plexity and computation of the parametrization are greatly reduced; Secondly,
our method supports direct mapping between each pair of corresponding parts
on both the 3D mesh and the texture image, user can intuitively adjust the
locations of the feature points to get the desired mapping result.

The rest of this paper is organized as follows: In Section 2, we describe our
constrained texture mapping method in detail. Section 3 shows some experimen-
tal results. In Section 4 we show how the proposed method can be extended to
solve mesh morphing. The last section summarizes our method and discusses the
future work.
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2 A Divided-and-Ruled Algorithm

The main steps of our algorithm can be summarized as follows (see Fig. 1):

Step 1 Interaction: Specify the same set of feature points on both the mesh
model and the texture image. This is the only interaction involved in our
method.

Step 2 Decomposition and Matching: Triangulate the texture plane based on
the feature points by Delaunay triangulation, decompose the mesh model
accordingly using “approximate shortest path” on meshes.

Step 3 Embedding: Embed each patch on the mesh to the corresponding triangle
on the texture plane to generate the texture coordinates.

Step 4 Refinement: Refine the texture mapping effect using a virtual image re-
laxation approach for vertices along the boundaries.

(a) (b) (c) (d)

(e) (f) (g) (h) (i)

Fig. 1. The stages of the method. (a) feature vertices on the mesh model; (b) feature

points on the texture image; (c) triangulation of the feature points; (d) decomposed

different patches; (e) the embedding result; (f) the direct mapping result without a

further refinement; (g) texture mesh after refinement; (h) the final rendering effect; (i)

the effect of mapping grids with the same texture coordinates as (g).

2.1 Notations

For description convenience, we introduce some notations:

– V = {vi|i = 1, ..., n}: the specified feature vertices set on the mesh model.
– P = {pi|i = 1, ..., n}: the corresponding feature points set on the texture

image, vi corresponds to pi.
– TP : the triangle set obtained by triangulating the texture plane with feature

points set P .
– EP : the edge set of TP .
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2.2 Interaction

For a disc topological model, our method first specifies some feature vertices
on its surface, including some selected vertices along the boundary of 3D mesh
denoted by Vb = {vbi|i = 1, ..., m}. It is obvious that Vb is a subset of V .
Accordingly, some feature points are specified on the texture image, some of
which are denoted by Pb = {pbi|i = 1, ..., m}, pbi corresponds to vbi in Vb.

2.3 Decomposition and Matching

The purpose of this step is to construct the correspondences between the patches
of mesh model and those of the texture image. So the mesh model and texture
image must firstly be segmented.

The texture image is triangulated based on the feature points of P with
boundary constraints, which means that two ordinal points pbi, pb(i+1) of Pb

compose a boundary edge of the triangulation so as to preserve the same connec-
tivity as the vertices in Vb. Suppose that Eb = {ebi = (pbi, pb(i+1))|i = 1, ..., m}
stands for the edge set consisting of the vertices in Pb, Eb is defined as boundary
constraint for the Delaunay triangulation of the feature points on the image (see
Fig. 2). It is sure that Eb is included in EP .

After triangulating the texture plane with the feature points, the mesh model
is decomposed accordingly by a kind of precise shortest path called “approximate
shortest path” on meshes.

Unlike the Dijsktra shortest path which connects two specified vertices con-
sisting of the edges on mesh, approximate shortest path [7] [8] is a more precise
shortest path passing through the surface of the mesh. We employ an algorithm
similar to the one proposed by Zhang et al to compute the approximate shortest
path [8]. Their method represents the triangle mesh by a weighted graph, each
node of the graph denotes a vertex of the mesh and each edge represents an edge
of the triangular mesh. Traditional Dijsktra algorithm is then applied to calcu-
late the shortest path between two feature points on the graph, by iteratively
subdividing the related triangle edges and constructing new weighted graph, the

(a) (b) (c)

Fig. 2. Boundary constraint for triangulation. Since vbi has direct topology relation

with vb(i−1) and vb(i+1) in some sense (a), there should be two edges linking pbi with

pb(i−1) and pb(i+1) respectively (b). The edge set in order linking pb(i−1) with pbi is the

boundary constraint for Delauny triangulation (c).
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(a) (b) (c) (d)

Fig. 3. The process for computing approximate shortest path. (a) Dijsktra shortest path

on original mesh connecting two points (red dots); (b) subdivision on the related edge;

(c) the constructed new graph for subdivision; (d) the final shortest path by applying

Dijsktra algorithm to the new graph and the remeshed meshes.

shortest path between points on the graph finally approaches the shortest path
on the mesh surface. Rather than subdividing the related edges iteratively, we
adopt a more straightforward method and subdivide the related edge on the
graph only once according to the length of the edge. Given a constant length,
each edge is inserted with several intermediate points and the number of inserted
points amounts to the ratio of the edge length to the given length. Thus a long
edge is divided into more fragments compared with a short edge. This method
of computing the shortest path is highly efficient and quite suitable for our de-
mand. Note that remeshing is needed on the correlative region of the shortest
path. Fig. 3 gives an example of computing the shortest path.

For each edge ei = (pj , pk) in Ep, if ei is in Eb, then vj , vk are connected
by the boundary, otherwise, we connect vj , vk by the approximate shortest path.
The pathes connecting adjacent feature vertices are generated one by one so as
to maintain the same topology as the triangulation result of the texture image.
When generating one new shortest path, a number of validity conditions must
be taken into account as suggested by Kraevoy et al in [9], such as, the new
path must not intersect with existing paths except at the ends of the path;

Table 1. Algorithm: Matching process

while Ep is not empty
begin

Pop edge e=(pj, pk) from Ep;
if e ∈ Eb

Connect vj and vk with boundary vertices lying between them;
else

Compute approximate shortest path SPath between vj and vk;
if SPath satisfies validity conditions

Connect vj and vk with SPath;
else

Utilize the method propose by Kraevoy et al [9] to generate the path
between vj and vk;

end
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the new path must not block necessary future paths, etc. In case that one of
these conditions is violated, additional Steiner vertices must be introduced for
generating new path between two feature vertices.

Nevertheless, the invalidity situations seldom occur in our experiments. This
is because our approach adopts the approximate shortest path which is a kind of
relatively precise shortest path independent of the density of meshes. Note that,
the Dijsktra shortest pathes advocated by Kraevoy’s paper may incur unforeseen
situation since the Dijsktra shortest path may be highly irregular if the concerned
mesh is of poor quality and low sampling density.

The above algorithm can be described by the codes presented in Table 1.

2.4 Embedding and Refinement

The correspondence between the texture plane and mesh model is constructed
by decomposing them into consistent triangular patches, and then the texture
coordinates of each point on the 3D mesh can be determined by embedding
its triangular patch of the mesh onto the corresponding triangle on the texture
plane. We use the convex combination parametrization method [1] [2] with mean
value coordinates [5] to compute the embedding.

Up to now, we are ready to map the texture image onto the mesh model
precisely. As shown in Fig. 1, (f) is an initial mapping result. Although this
effect is remarkably well in some sense, the distortion of the initial embedding
is relatively high especially near the boundary of each patch due to boundary
constraints of the local parametrization. To handle this problem, we can optimize
the texture meshes (the embedding mesh in the Fig. 1 (e)) to generate more ideal
rendering effect.

We conduct the mesh optimization by applying the similar method proposed
in [16] to every unstrained point on the texture mesh. Each planar texture co-
ordinates are recomputed by averaging its neighboring coordinates with some
weighted value, such as the mean value [5], while the new coordinates should
guarantee the triangles incident on this vertex without foldovers.

(a) (b)

Fig. 4. The “virtual image” scheme. (a) v1, ..., v5: the neighbors of a boundary vertex

v. (b) v′
2, v′

3 and v′
4: the virtual reflection. With this scheme, we in fact obtain an

weighted form of v about v2, v3 and v4 that will facilitate the refinement operation.
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Nevertheless the mean value coordinates of the boundary vertex is difficult to
compute, since its neighboring vertices cannot form a circuit. We propose here
a “virtual image” scheme to deal with this situation.

Suppose that a boundary vertex v has a number of incident vertices v1, ..., vn,
where v1 and vn are also boundary vertices. For the interior vertices v2,...,vn−1,
we calculate their “virtual images” v′2, ..., v

′
n−1 which are the symmetrical ver-

tices of v′2, ..., v
′
n−1 about v. Connecting them with v1, v and vn as show in

Fig. 4 (b) will create a circuit around v and we can thus compute the mean
value coordinates of v with its neighbors and their “virtual images”. Note that
since v′2, ..., v

′
n−1 are the linear combination of v with v2,...,vn−1 respectively, we

can obtain a weighted value form of v based on v1, ..., vn, which facilitates the
optimization operation. (Fig. 4).

3 Experimental Results

We adopted several examples to test the validity of our texture mapping algo-
rithm on an Intel Pentium IV 2.0GHz PC with 512MB main memory under the
Windows XP operating system (In Figs. 5, 6, 7 the yellow dots are the specified
feature points). Table 2 gives the performance results, among which the 2th, 3rd
and 4th columns present the time for computing the approximate shortest path,
embedding and refinement. It can be seen that the total time varies from several
seconds to less than 20 seconds, among which the computation of shortest path
and embedding consume much more time.

Fig. 5 demonstrates the process of seamlessly mapping two images of a girl
from different viewpoints onto the Igea model which is composed of 4442 triangles
and 2223 vertices. Different from traditional methods, we do not need to segment
the Igea model into two parts and parameterize each path as pre-processing. The
sole interaction is to specify 58 feature points on the texture image Fig. 5 (b)
and 45 feature vertices on Igea Fig. 5 (a), among which 13 are located on the
imaginary bisection line of the mesh model. Fig. 5 (f) shows the rendering results
of the model after applying our constrained texture mapping approach.

Fig. 6 shows the results of mapping the texture of a rabbit and its mirror
image onto a 3D rabbit model (850 triangles and 462 vertices), while Fig. 7
concerns the mapping of a tiger texture and a boy image onto a cow head model
(1891 triangles and 968 vertices) and a human head model (2923 triangles and
1532 vertices) respectively.

4 Extension to Mesh Morphing

Mesh morphing is an interesting research topic for mesh based models. To achieve
a natural smooth morphing between the source model and the target model, it is
essential to set up a correspondence between the feature points on both models.
This is accomplished in current approaches [10] [11] [13] by conducting a global
parametrization of the two mesh surfaces. The parametrization of the source
model is then embedded into the parametric domain of the target mesh and
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Table 2. Performance results

Model Shortest path (s) Embedding (s) Refinement (s) Total time (s)

Rachel 1.71125 0.755625 0.023625 2.490500
Igea 7.011625 9.179875 0.773250 16.96475
Rabbit 1.232200 0.562523 0.013320 1.808043
Cow 2.959125 2.508000 0.029250 5.496375
Face 2.947500 3.621000 0.036750 6.605250

Fig. 5. The rendering effect of mapping two charts of mirrored image onto the Igea

model

Fig. 6. The rendering effect of mapping two charts of mirrored rabbit onto the Rabbit

model

warped to yield a new version which is consistent with that of the target model
with feature alignment. No wonder that the above process is complicated and
time-consuming.
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Fig. 7. Other texture mapping results for mesh model with disc topology

Fig. 8. The morphing process from Rachel to Head

Fig. 9. The morphing process from Isis to Beethoven

Since the fundamental issue of mesh morphing is also feature alignment, we
can easily extend our method for constrained texture mapping to mesh morph-
ing. Instead of parameterizing both the source mesh and the target mesh simul-
taneously, our method need only parameterize the target mesh. This 2D global
parametrization result is regarded as a texture image and triangulated based
on specified feature points. The souce mesh is then decomposed into segments
accordingly. After a process similar to constrained texture mapping applying to
both the source mesh and target texture, each segmented patch of the source
mesh is embedded into the corresponding triangle in the parametric domain of
the target mesh. Finally, resampling and remeshing operation is performed to
generate the same topology between the source mesh and target mesh. Note
that our morphing method also employs the “divided-and-rules” ideology, the
correspondence is constructed precisely and efficiently.

Fig. 8 and Fig. 9 show two morphing results generated by our method. Note
that the feature on the intermediate model is well preserved since the feature
region on the source model is precisely matched with that on the target model
by our method.
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5 Conclusions and Future Work

In this paper a new constrained texture mapping method is presented. The
method maps precisely the texture image onto the mesh model, discarding the
parametrization of the model as a pre-processing adopted by most of the pre-
vious methods, at the same time guarantees the validity of constrained texture
mapping which is often a problem of constrained parametrization. Instead of
Dijsktra shortest path, Approximate shortest path is employed to generate the
path between feature vertices, which can indeed alleviate the distortions incurred
by mapping and runs in interactive time. Since only the feature points on the
texture image and the mesh model are needed to be specified, the interaction
involved in this method is also simple, especially for the close model. Experiment
results show the satisfactory effect of this method.

The provided algorithm can be easily extended to process other feature
matching problem, such as mesh morphing, we treat it as an application of our
proposed approach. Part of the processing in our algorithm, such as computing
the shortest path, can be ported to the Graphics Processing Unit (GPU) that
may realize real-time texture mapping. The problem of how to determine a lim-
ited set of feature points with the best morphing effect remains as a future work
to be concerned. Some other applications such as expression colon for meshes
and image driven meshes etc., are also the works in the future.
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Abstract. In 3D games, virtual museum and other interactive envi-
ronments, 3D modes are commonly used interactively. Many of these
models are valuable and require protection from misuse such as unlaw-
ful exhibition, vicious distribution etc. A practical solution is to avoid
the interactive user to reconstruct precise 3D models from data stream
between applications and 3D APIs (such as Direct3D, OpenGL, etc) un-
der condition of not affecting interaction. The scheme proposed in this
paper protects 3D modes via vertex shader programming. The data of
3D models are encrypted in 3D application first and then decrypted in
vertex shader.

1 Introduction

Today, with fast development of computer in software and hardware, the graphics
capabilities of personal computers have achieved great advance. Personal com-
puters have been becoming competent for running 3D games, interactive cruise of
3D scene (VRML), online exhibition of virtual cultural relics [7], entertainment
and so on. Under these interactive environments, 3D models are commonly used.

Most of these 3D models need to be protected for various reasons. In 3D
games, it will take many artists and lots of financial resources to create 3D
models using 3D modelling software such as MAYA, 3DS Max, etc [6]. If the
competitive companies acquire these models, the loss is hard to imagine. In ad-
dition, some models in virtual museum are created from cultural heritage under
contract. For instance, the Stanford Digital Michelangelo Project [7] created
many 3D models of large statures of Michelangelo. The contact with the Ital-
ian authorities permits these models are distributed to established scholars for
noncommercial use. Again, the 3D models recovered and created from the Terra
Cotta Warriers and Horses, which represent China’s cultural institutions, can
be exhibited [21]. But it is a critical problem to avoid malicious audience’s cre-
ating accurate physical objects from these 3D models. More examples can be

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 59–66, 2005.
c© IFIP International Federation for Information Processing 2005



60 Z. Pan et al.

found here [1,3]. In a word, most of 3D models should be protected for different
reasons.

This paper is organized as follows. In next section, the related works are
disccused first. Then, Section 3 talks about the factors affecting the security of
3D models. In Section 4, the detail of protecting 3D models via vertex shader
programming is presented, followed by Section 5, the system implementation.
Conclusions and future work are given in Section 6.

2 Related Works

To protect the 3D models, some solutions are adopted such as image based
remote rendering not using 3D APIs [5], 3D model watermarking technology
[8,14,15,16,19], matching technology for copyright protection [4].

Ohbuchi introduces 3D watermarking in 1997 [13]. Watermarking techniques
for 3D models are faced with many difficulties and challenges [9]. First of all, it
is unacceptable for 3D models to import slight distortion under some conditions
such as cultural archaeological artifacts. Secondly, the nature of 3D data (no
implicit order, not regular sampling, etc) makes it hard to extend 2D analysis
methods and watermarking algorithms to 3D. In addition, most of the current
3D models watermarking algorithms are not blind, i.e. it requires the original
3D models to detect watermarks. Under some conditions, it is impossible or
impractical to get original 3D models. It is a content-based retrieval (CBR)
problem to get original model according to watermarked one. And CBR itself is
a challengeable work. Another challenge for 3D watermarking is there are too
many attacks for 3D watermarking. So far there is no blind, robust and readable
3D watermarking algorithm.

Ko presented an object-matching methods for the point vs. NURBS sur-
face and the NURBS surface vs. NURBS surface cases [4]. Matching techniques
needs to deal with CBR problem as 3D watermarking does. Moreover, many 3D
models are not represented by NURBS surface. At SIGGRAPH’2004, Koller etc
presented a remote rendering system to protect interactive 3D graphics from
reconstruction[5]. To avoid the live-end user to reconstruct 3D models from re-
ceived information, the snapshots of the rendering results are shown according
to users’ requirement in client machine using a remote rendering system, which
does use 3D APIs like OpenGL or Direct3D. The limitation of this solution is
that the reaction time of the system is affected by the bandwidth of network. It
is not suit for real time application (3D games).

3 Possible Hijacking Methods

From 3D model file to images displayed on the screen, there occur many chances
that the data of 3D models can be hijacked. Koller described the possible attacks
in traditional graphics pipeline in [5]. Here we study the total process from
3D model data to display device including programmable vertex shader and
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fragment shader as shown in Fig. 1, which has some differences with traditional
graphics pipeline. The possible hijacking points including:

Hijack Original 3D Model Data Stream Fig. 1(I). 3D data stream used
by 3D applications comes from local storage or Internet. Now most of the 3D
games locate the 3D models in local computer. Most of the live-ends get the
model data though Internet in culture heritage exhibition system. If the local
files and network packets are encrypted, it is very difficult to recover 3D models
using reverse-engineering from encrypted local file or network packets.

Hijack 3D API Commands Fig. 1(II). Most of 3D games,CAD develop-
ment suites and other 3D applications use 3D APIs, either Direct3D or OpenGl,
to render 3D models. For diverse purposes such as tracing, debugging or im-
plementing distributed graphics architecture, many users, malicious or not, re-
place the original dynamic library with instrumented versions. For example, Jian
Yang’s AnyGL system [18], Mohr’s stylized rendering system [10,11]. Nunn’s Di-
rect3D benchmark [12], Yan’s interactive controlling of Direct3D based games
[17], and so on. For 3D Direct3D or OpenGL, there are standard formats for
their APIs. Once the original dynamic library is replaced, the 3D models can
be reconstructed accurately. Shaping from Rendering Results Fig.1(XII) Frame-
buffer holds the rendering result which is not transmitted to the display devices.
The image displayed on the screen is the last rendering result. Since the first
shaping-from-shading technique was developed in early 1970s by Horn, many
different algorithms have been emerging. The details are described in [20]. For
any interactive 3D system, the goal is to show some pictures on the screen. So
the 3D model can be reconstructed if there are enough rendering results. The
problem is that the reconstructed model is accurate or not.

4 Our Solution

It is impossible to implement absolute security unless the interactive system
does not show any results on the screen. In [5], Koller proposed a scheme to

Fig. 1. Programmable Graphics Pipeline
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protect interactive 3D graphics which uses remote rendering system to prevent
attackers from reconstructing accurate 3D models from rendering results. What
displayed on live-on terminal is the snapshots of the rendering results in remote
server machina rather than the results rendered with Direct3D or OpenGl. The
method cannot be used to protect 3D data of games running in local computer.
Here, what we concerned is how to protect 3D API interfaces from being hijacked
to reconstruct 3D models. Considering most 3D application need hardware accel-
eration, the approaches such as software-only rendering, image-based rendering
or remote rendering are not appropriate. On the other hand, graphics hardware
developed very fast in last few years. Now many graphics cards have program-
ming ability. The architecture of programmable graphics pipeline is shown in
Fig. 1. The programming ability of the graphics card can be used to protect
3D models. Our solution encrypts the data of 3D models in 3D application and
decrypts the encrypted data in vertex shader.

3D Application

Encrypted

data

OpenGL or Direct3D

Graphics Driver

Graphics Hardware

Decryption

Unencrypted

data

Fig. 2. En-/De-cryption Architecture Fig. 3. Advanced D3D Wrapper Architecture

For fixed graphics pipeline, each type of data has its standard format. Only
if 3D API commands are hijacked, 3D models can be reconstructed without any
error. Now, with the support of programmable graphics hardware, we can first
encrypt 3D data stream in 3D applications and let them pass through 3D API
commands, then decrypt them in programable vertex shader, as shown in Fig. 2.
In addition, to prevent the malicious users from constructing accurate 3D models
from frame buffer, 3D data can be deformed slightly before encryption or after
decryption with the method in [5]. Thus stream data through interfaces between
application and 3D rendering engines are not plain data, and it is very difficult
to disasmbley the optimized shader code in assemble language after all. Base
on modern cryptography, encryption and decryption are not a difficult problem.
But the operations supported by programmable graphics pipeline is limited so
far. So many encryption operations cannot be used. With the quick development
of GPU, this problem will be solved soon.
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(a) (b) (c) (d)

Fig. 4. The models reconstructed from non-encrypted/encrypted data stream. (a) and

(c) are models reconstructed from unencrypted data stream passing through Direct3D

APIs; (b) and (d) are models reconstructed from encrypted data stream corresponding

to (a) and (c) passing through Direct3D APIs.

5 System Implementation

In order to test our ideas, we implement our method. An advanced Direct3D
wrapper is developed to reconstruct models through hijacking 3D APIs. Fig.3
illustrates the architecture of the wrapper. The models shown in Fig. 5 (a) and (c)
are reconstructed models with the advanced Direct3D wrapper from 3Dmark03.
It is obvious that the reconstruction is accurate if the data passing through
Direct3D APIs are not encrypted.

Considering the limitation of the operations supported by graphics processor
[2], the geometry information of one vertex is processed as a group. In fact, the
texture coordinates can also be processed in same way.

The encryption/decryption procedures include nonlinear and linear
operations. Encryption matrix Men and decryption matrix Mde are used to
implement linear operation. This way makes full use of the advantages of GPU
in matrix processing. The nonlinear operation is used to avoid linear equation
based attacks.

The encryption procedure is part of 3D applications. To finish encryption,
the 3D data stream are multiplied by encryption matrix and then processed with
nonlinear operation. Fig. 5 gives the pseudo code of the encryption procedure in
C++ language.

The decryption procedure is implemented as part of vertex shader. On the
whole, decryption is the inverse process of encryption. The pseudo code of the
decryption procedure is given in Fig. 6 in CG language.

6 Conclusion

The copyright protection of 3D models attract people’s great attention in recent
years. Many techniques are tried to cope with this problem. There is no perfect
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//Encryption procedure in C++ language
// Men is 4 by 4 encryption matrix
vector <double, 4> dVector = { 0.0, 0.0, 0.0, 1.0 };
vector <double, 4> dTem = { 0.0, 0.0, 0.0,1.0 };
for(int i=0;i<vertexcount; i++){

absmean=( abs(vi[0])+ abs(vi[1])+ abs(vi[2]) )/3.0;
xtem = vi[0]; ytem= vi[1]; ztem= vi[2];
abs(vi[0])< absmean? vi[0] =- ytem: vi[0] = ytem;
abs(vi[1])< absmean? vi[1] =- ztem: vi[1] = ztem;
abs(vi[2])< absmean? vi[2] =xtem: vi[2] = -xtem;
dTem[0] = vi[0]; dTem[1] = vi[1]; dTem[2] = vi[2];
D3DXMatrixMultiply(&dVector,&dTem ,&Men);
vi[0] =dTem[0]; vi[1] =dTem[1]; vi[2] =dTem[2];

};
......

Fig. 5. The pseudo code of encryption procedure

//Decryption procedure in CG language
struct OUTPUT{

float4 position : POSITION;
float4 color : COLOR;

};

OUTPUT vshader(float4 position : POSITION,...){
OUTPUT Output;
float x,y,z,x1,y1,z1;
//Mde is 4 by 4 decryption matrix Mde = Men−1

float4 PosTem;
......
PosTem = mul (position, Mde);
x1= PosTem.x;
y1=PosTem.y;
z1= PosTem.z;
absmean =( abs(x1) + abs(y1) + abs(z1))/3.0;
abs(y1)> absmean? Output.x= z1 : Output.x =-z1;
abs(z1)> absmean? Output.y= -x1 : Output.y=x1;
abs(x1)>absmean? Output.z= -y1 : Output.z=y1;
... ...
return Output;

}

Fig. 6. The pseudo code of decryption procedure
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technical solution to this problem so far. In this paper, a new solution based
on GPU’s programmability is proposed. The latest achievement in computer
graphics is employed in the scheme. The prototype system shows that the method
is promising.

However, the operations provided by GPU has many limitations now. For ex-
ample, neither bitwise operators nor pointer operations are supported currently
by vertex shader. Many advanced encryption algorithm cannot be applied. In ad-
dition, only one vertex’s data can be accessed, so it’s impossible now to encrypt
the topology of the model. With the improvement of programming capabilities
of GPU, it will be more convenient to implement more complex encryption al-
gorithms. It will be ideal if 3D APIs supply secure mechanism.
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Abstract. Mobile device is one of the most widespread devices with
rendering capabilities now. With the improved performance of the mo-
bile device, displaying 3D scene becomes reality. This paper implements
an optimized soft 3D mobile graphics library based on JIT backend com-
piler, which is suitable for the features of the mobile device. To deeply
exploring the advantages of JIT technology, this paper improves the tra-
ditional rasterization model based on JIT technology and proposes a
hybrid rasterization model which integrates the advantages of both the
per-scanline and per-pixel rasterization models. As we know, the backend
compiler is the critical factor in running 3D application programme. In
this paper, we implement a backend compiler for certain CPUs and pro-
pose some optimization techniques accordingly. The experimental results
indicate that our 3D graphics library has achieved fine performance.

1 Introduction

Mobile graphics is the 3D and 2D graphics which are used in the embedded
devices such as the PDA, mobile phone etc. For the 3D graphics, there are the
following standards: OpenGL ES constituted by Khronos, JSR 184 by Nokia and
Direct3Dm by Microsoft. OpenGL ES, current specification version is 1.13, is a
well-defined subset of desktop OpenGL and supported by many mobile manufac-
turers, companies and research institutes. The specification is targeted primarily
at embedded devices that have the drawbacks including lacking of float point,
small amounts of memory, little bandwidth, and limited power consumption.
Therefore, it deletes many unusually used functions and modifies some APIs
according to the embedded devices’ features [1].

There are two kinds of implementation based on the OpenGL ES specifica-
tion: hardware implementation and soft implementation. Now, many manufac-
tures such as ATI, NVIDIA and PowerVR have developed different embedded
video cards. In contrast to soft implementation, hardware can greatly improve
the performance of 3D rendering, but it also has some disadvantages such as the
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high cost and long research period. For the soft implementation, the greatest ad-
vantage is its cheap price and satisfactory effect if we achieve excellent design and
implementation. There also have some excellent implementations in the market
including Hybrid’s OpenGL? ES API Framework[2] and HI’s Micro3D[3]. In our
research group, we also have implemented our soft implementation M3D. Now,
Hybrid has good corporations with Nokia, Philips and other mobile devices man-
ufacturers, which indicates that soft implementation has a bright future.

In our research group, we have implemented a soft mobile graphics library,
M3D, conformed to the OpenGL ES Specification 1.0 and worked out many 3D
games based on M3D. The most critical disadvantage of soft implementation is
the low performance, which leads to the slow running speed and screen flicker. To
solve these problems, many techniques, algorithms and architecture have been
put forward. At present, there exist mainly two ways to improve the performance:
pipeline architecture and system level optimization.

(1) 3D pipeline optimization. There are many different algorithms and
pipeline architecture suitable for the mobile graphics such as Tile-based
rendering [4], Early Culling and Deferred Shading[5,6], Vertex caching tech-
nology and its optimization[7], inexpensive multisampling scheme and texture
compressing[8], etc.

(2) System level optimization. This method is very important for soft im-
plementation. In practice, we often adopt the following techniques. a) High pro-
gramming language optimization for certain embedded device CPU. b) Using
the assembly language to rewrite source code instead of the high-level language
which consumes more CPU resources. c) Adopting JIT backend compiler to
improve the performance [2,9,10].

JIT compiler, which is often used in Java language, dynamically translates
the high-level language code into the machine code during runtime. JIT compiler
produces different machine codes for different types of CPU chips dynamically
to meet the portability requirement. In 3D graphics pipeline, the JIT technology
is often used due to the following characteristic. From the most abstract point of
view, a renderer is a state machine. In the whole rendering, testing the states can
actually take longer than the real rendering. But these states don’t change all
that often in fact. Thousands of pixels are all rendered using the same state. Us-
ing the JIT compiler, we can successfully eliminate the redundant state checking,
and only execute the functions that perform the render operation corresponding
to current state.

This paper focuses on adopting JIT technology, rasterization model and back-
end compiler to improve the M3D performance. It is organized as follows. First,
some traditional rasterization models are introduced. Second, a hybrid rasteri-
zation model which is suitable for the JIT technology is presented. Then the JIT
backend compiler we implemented is introduced and some techniques and meth-
ods are proposed to improve its performance. After that, the experimental result
is illustrated and discussed. Finally, a conclusion and future work are offered.
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2 Improved Rasterization Model Based on JIT

2.1 Traditional Rasterization Model

The rendering process consists of two stages: geometry processing, and rasteri-
zation. In the geometry processing stage, triangle vertices are transformed from
object space into screen space. In the rasterization stage, a triangle is converted
into pixels, which are depth buffered into the frame memory. Because rasteriza-
tion stage consumes more CPU resources [11], how to improve its performance
is the most important problem for 3D soft implementation. In Section 1, some
common techniques are introduced to solve this problem. Then, we will further
analyze it from both the rasterization pipeline and JIT compiler in the following
sections.

Basically there are two models for the rasterization, which are per-scanline
and per-pixel. In the per-scanline case, there is an early test for whether each
operation (texturing, shading, etc.) will contribute to the pixels in question and
later these textured pixels are combined with the resultant pixels of other op-
erations, such as shading, fog, etc. In the early test, Z-test is to be done at the
very end after all other operations have already been executed. This means that
although a complete scanline might not be visible we still have to texture, shade,
fog every pixel. The disadvantage of this solution is that it is quite slow. It is
easy to see that this buffer filling and combining takes a lot of memory band-
width, which is a serious bottleneck on mobile platforms [12]. Per-pixel based
rasterization is a popular model in the hardware 3D rasterization pipeline.

In this model, we would have to do some different tests for each pixel such
as z-test, texturing-test, shading-test, fogging-test, blending-test, etc. Generally,
this model is slower than the per-scanline model for soft implementation. How-
ever, we can adopt some ways to improve it for example bringing forward the
Z-test operation. To this model, the most amazing benefit is that the advantages
of JIT technology can be fully explored for soft implementation. JIT backend
compiler can execute all the pixel related operations, which are the most time-
consuming operations during the whole rasterzation stage.

2.2 Hybrid Rasterization Model Based on JIT Backend Compiler

As introduced in Section 1,, JIT backend compiler has been used in the 3D
graphics pipeline because of its particularity. The per-pixel model employs the
JIT backend compiler to dynamically compile and translate the intermediate
code into machine code. First, it rewrites the fragment functions with inter-
mediate language, which are the most time-consuming function. Second, the
different fragment functions are compiled when they are needed. Finally, the
machine code corresponding to the fragment function will be executed by the
application.

This technique improves the program running speed and achieves better re-
sult. Unfortunately, this method has the following shortcomings. 1) The machine
code for different fragments functions seems too lengthy. Function cache is used
to store the machine code. Comparing with PC device’s cache, the capacity of
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mobile devices’ cache is limited even less of 1M. 2) Lots of repeated codes exist
in the fragment function, which is not beneficial to the cache performance. 3)
The function schedule algorithm is not the best. 4) The frequently-used state
functions have not been made the best use.

To solve the above problems, we propose a hybrid model that is based on
both the per-scanline and per-pixel model. This method employs the JIT tech-
nology just like the per-pixel model, which dynamically compiles the fragment
function. Furthermore, we adopt the fixed function, which is often used by 3D
soft implementation, to advance the performance [13].

During the running of general 3D scene, for instance, running the real-time
3D game, some pipeline state combinations are often invoked. These state com-
binations have a fixed set of state setting, such as only the shading, shading and
texturing combined. There exists a certain frequently-used function correspond-
ing to each state combination in the programme,. To make for improving the
programme performance greatly, we put these frequently-used functions into the
function cache and store them permanently.

Before the geometry stage, the pre-compiler stage is introduced into our hy-
brid model, in which the JIT backend compiler is used to compile the frequently-
used functions. These functions are directly written into the function cache like
the per-scanline model rather than per-pixel model. By this way, we can make
best use of these frequently-used functions, which are executed fast because they
are stored in the function cache all the time. What’s more, this method saves the
code space efficiently, since the frequently-used functions’ source code is smaller
than the fragment functions’.

Pre-compiler Stage
Frequently-used Functions

Geometry Stage
Rasterization Stage

Per-triangle Processing
Per-span Processing
Per-pixel Processing

Display

JIT Back-end
Compiler

Function
Cache

Pre-compiled
Functions

(per-scanline)

Other States
Setting Functions

(per-pixel)

Fig. 1. Framework of hybrid rasterization model

The hybrid rasterization model consists of three stages including pre-compiler
stage, geometry processing stage and rasterization stage. The framework of our
model is illustrated in Fig. 1. A typical 3D application will go through the process
as follows.

– Step I: Pre-compiler stage. When the 3D application begins to run, we
utilize the JIT back-end compiler to translate the intermediate code of
frequently-used functions into machine code and store it in the cache.
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– Step II: Geometry stage. This stage is independent of the JIT backend
compiler. We just operate it as usual.

– Step III: Rasterization Stage. In this stage, we first perform the prepare op-
eration, that is to obtain certain function’s address from the cache if current
state setting is the same as this function’s state setting. Otherwise we will
compile the function corresponding to current state. We can use the func-
tion cache schedule algorithm to decide how to do it. Second, we perform the
following steps: per-triangle processing, per-span processing, and per-pixel
processing.

– Step IV: Display the result.

Function Cache Schedule Algorithm can be described as follows.

1)When the combined state setting appears, it should be compared with the
state settings for the frequently-used functions. If the result is equal, then the
function in the cache will be executed later. Otherwise the current state setting
will be compared with the other state settings of the functions again. If there
exists the same state setting, we will also execute this function corresponding to
the current state setting later.

2) If we can’t find any same state as the current’s after two comparisons, the
JIT back-end compiler will compile this function and store the machine code in
the function cache.

3) As we know, the function cache’s capacity is limited. There are so many
different combined state settings for the whole 3D pipeline that we can not store
all the machine code of the function into the function cache. Therefore, we should
design a high performance schedule algorithm to replace and adjust the functions
in the cache. In our implementation, we use an advanced LRU (Least-Recently
Used) algorithm to replace the function which has not been used or frequently
used recently when the cache is full. The difference between our algorithm and
the common LRU algorithm is that we classify all functions in the cache with
different priorities. The pre-compiled frequently-used functions are assigned the
top priority and the others are assigned different priority according to their ex-
ecutive numbers. When the RUN algorithm is performed, we will replace certain
function with current compiled function according to the priority. In this way,
the pre-compiled frequently-used functions usually will not be replaced.

3 JIT Backend Compiler

3.1 Efficiency Analysis

JIT backend compiler is one of the dynamically compile technology which com-
pile the source code into the machine code. We define the total execution time
for certain function in the function cache, which consists of two main parts.

T (total) = Tc + n ∗ Te (1)

Tc is the time for compiling this function. Te is the time for executing the
function’s binary code in the cache. In order to get the minimum T(total), we
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must decrease both the Tc and Te . However, there seems to be a relationship
between Tc and Te. Generally, when compiler time is short, the execute time
will be long and vice versa [14]. To optimize the programme fully, we should
find a balance between both sides. Considering the features of 3D application’s
execution and our hybrid model, decreasing the Te is the key factor for optimizing
our application, because of the following reasons: 1 As indicated in Section 2, the
functions in the cache will be called many times and then the number of n will
be up to 100 or more, especially for the pre-compiled function. When n is large
enough, the total time T(total) will be equal to n* Te.2 The Tc for pre-compiled
function does not occupy the application execution time. This case is just like
the static compile function, whose compile time is ignored by the user.

3.2 Framework of Our JIT Backend Compiler

Fig. 2 is the framework of our JIT backend compiler (BJIT). As a backend com-
piler, there is no need for the BJIT compiler to do the lexical parsing, grammar
parsing and semantic parsing, just only to convert the intermediate code into
target machine code. In BJIT compiler, we redefine intermediate code which is
similar to assembly language and related to the target machine’s CPU instruc-
tion set. For the purpose of implementing our BJIT on both the ARM processor
and Bird Company’s special processor, we should define two sets of intermediate
code. To produce the target machine code, we first rewrite the origin function
with the intermediate language.

Functions
Intermediate code

Pre-allocating the virtual registers

Translating assembly codes
into machine codes

(ARM&Bird's Mobile processor)

Optimizing the virtual registers
and instructions

Allocating registers

Producing the assembly code

Fig. 2. Framework of JIT backend Compiler

Secondly, these functions will be compiled into the corresponding assembly
language for different processor by our BJIT. This process consists of the follow-
ing steps. 1) Pre-allocate the virtual register. 2) Optimize the virtual register and
pseudo instruction. 3) Registers allocate using the Graph Coloring algorithm. 4)
Producing the assembly code suitable for the target machine processor. This
stage is the key factor for improving the performance of BJIT. We will perform
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(a) (b)

Fig. 3. Screen shots from our 3D mobile game Maze and Magic

most of our optimizations in this stage. After getting true assembly codes, we
translate them into machine codes suitable for ARM or Bird Company’s proces-
sor and store the generated codes in the function cache.

3.3 Optimization of BJIT Compiler

Because there are frequent memory write and read operations in our programme,
we could do the optimizations from several aspects including Register Allocate
algorithm, Copy propagation and spill elimination. We will adopt the linear-scan
algorithm [13] instead of the Graph Coloring algorithm, which is not so well for
the register allocating in our programme. Copy propagation and spill elimination
are classical optimizations in compiler technology, which are used to delete the
redundant copy and store operations. The optimizations play an important role
for our programme, because a large numbers of copy and store operations exist.
Up to now, we have finished this BJIT compiler successfully. The optimizations
for the BJIT are the future work.

4 Experiments and Results

Our work in this paper is based on the M3D, which is conformed to the OpenGL
ES 1.0 speciation and runs on Bird E868 and HP iPaq Pocket PC. M3D is im-
plemented with standard C language rather than C++ language for portability
because some mobile’s compilers do not support C++ language. The motivation
for us to explore the M3D is to provide the 3D library for developing 3D mo-
bile game. To evaluate our hybrid rasterization model’s performance, we use two
games, which are the maze and the magic cube, and different number of points,
lines and triangles as our benchmarks. The hardware for our experiment is on
HP iPaq equipped with ARM processor, which can reach 400MHz frequency at
most.

Table 1 shows the performance comparison for the above benchmark. The
second column is the performance data for our hybrid rasterization model of
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Fig. 4. Screen shots from our experiments. (a) contains 1960 points. (b) contains 960

lines. (c) contains 2 triangles with texture.

Table 1. The Performance Comparison of our hybrid model library and M3D library

Hybrid Rasterization model M3D library without JIT

2 Triangles 22.546667 61.375000
960 Lines 45.000000 156.060608
1920 Points 160.409088 189.615387

M3D library with our BJIT, while the third column is for M3D library without
JIT. The performance data in the table is the running time for each frame in ms
(micro second).

Comparing the two columns, we see that the performance has been improved
greatly by means of our hybrid rasterization model based on JIT backend com-
piler. For rendering two triangles with texture, the efficiency increases almost
2.72 times. For lines, it achieves a more significant improvement to 3.47 times.
However, there is no remarkable effect for points. As a result of our experiments,
triangle rendering, which is the primary operation in 3D application, achieves
promising efficiency with our hybrid model based on BJIT. Due to this im-
provement, the maze game, developed on our M3D library, runs more smoothly
than before.

5 Conclusion and Future Work

We have implemented an optimized soft 3D mobile graphics library based on JIT
backend compiler. In this novel 3D library, a hybrid rasterization model, which
fully makes use of the JIT backend compiler and integrates the advantages of
both the per-scanline and per-pixel rasterization models, is proposed for improv-
ing its performance. Furthermore, we have implemented our own BJIT backend
compiler, which is targeted at the ARM and Bird Company’s mobile processor.

However, there is still much work to do in the future for improving M3D’s
performance. The better management of function cache is important especially
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the function schedule algorithm during the execution of global programme. Fur-
thermore, the optimization for our BJIT backend compiler is the urgent task for
us in the next phase.
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Abstract. Time management (or frame rate control) is the backbone system that 
feedbacks on a number of game engine modules to provide physically correct, 
interactive, stable and consistent graphics output. This paper discusses time re-
lated issues in game engines and proposes a unified time management (or more 
specifically frame rate control) architecture, which can be easily applied to ex-
isting game engines. The frame rate system has been used in our own distrib-
uted game engine and may also find applications in other multimedia  
simulation systems. 

1   Introduction 

Several new challenges arise in the visualization and simulation of distributed virtual 
environment of unsteady complexity, such as in a computer game engine. Time man-
agement (including time synchronization and frame rate control) is the backbone 
system that feedbacks on a number of game engine modules to provide physically 
correct, interactive, stable and consistent graphics output.  

Timing or frame rate in game engines is both unpredictable and intertwined. For 
example: some scene entities are animated independently, whereas others may form 
master-slave animation relations; simulation and graphics routines are running at 
unstable (frame) rate; some of the game scene entities are updated at variable-length 
intervals from multiple network servers; and some need to swap between several 
LOD (level-of-detail) configurations to average the amount of computations in a sin-
gle time step. In spite of all these things, a game engine must be able to produce a 
stable rendering frame rate, which best conveys the game state changes to the user. 
For example, a physically correct animation under low frame rate is sometimes less 
satisfactory than time-scaled animation, which will be discussed in the paper. A solu-
tion to the problem is to use statistical or predictive measures to calculate the length 
of the next time step for different time-driven processes and game objects. In other 
words, time management architecture (such as the one proposed in this paper) should 
be carefully integrated to a computer game engine.  

It is also important to realize that timing in computer games is different from that of 
the reality and other simulation systems. A computer game prefers (1) interactivity or 
real-time game object manipulation (2) consistency (e.g. consistent game states for 
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different clients) (3) stable frame rate (this is different from interactive or average frame 
rate). For technical reasons, it is unrealistic to synchronize all clocks in the networked 
gaming environment to one universal time. Even if we are dealing with one game world 
on a standalone computer, it is still not possible to achieve both smoothness and consis-
tency for all time related events in the game. Fortunately, by rearranging frame time, we 
can still satisfy the above game play preferences, while making good compromises with 
the less important ones, such as physical correctness.  

Section 2 discusses time related issues in game engine as well as related works. Sec-
tion 3 formulates the time management problem and proposes the frame rate control 
architecture. Section 4 evaluates the system by examples in our own game engine. Sec-
tion 5 concludes the paper.  

2   Timing in Game Engine and Related Works 

Game related technologies have recently drawn increasing academic attention to it, not 
only because it is highly demanding by quick industrial forces, but also because it offers 
mature platforms for a wide range of researches in computer science.  

Time management has been studied in a number of places of a computer game en-
gine, such as (1) variable frame length media encoding and transmission (2) time syn-
chronization for distributed simulation (3) game state transmission in game servers (4) 
LOD based interactive frame rate control for complex 3D environments. However, there 
have been relatively few literatures on a general architecture for time synchronization 
and frame rate control, which is immediately applicable to an actual computer game 
engine. To our knowledge, there have been no open-source game engines which directly 
support time management so far. In a typical game engine, modules that need time man-
agement support include: rendering engine, animation controller, I/O, camera controller, 
physics engine, network engine (handling time delay and misordering from multiple 
servers), AI (path-finding, etc), script system, in-game video capturing system and vari-
ous dynamic scene optimization processes such as ROAM based terrain generation, 
shadow generation and other LOD based scene entities. In addition, in order to achieve 
physically correct and smooth game play, frame rate of these modules must be synchro-
nized, and in some cases, rearranged according to some predefined constraints. 

In the game development forums, many questions have been asked concerning jerky 
frame rates, jumpy characters and inaccurate physics. In fact, these phenomenons are 
caused by a number of coordinating modules in the game engine and cannot be easily 
solved by a simple modification.  

This section reviews the current implementations of a number of time-related mod-
ules in game engines. We have discussed them in a way that practitioners can figure out 
how to address them with the proposed frame rate control architecture, which is pre-
sented in Section 3.  

2.1   Decoupling Graphics and Computation  

Several visualization environments have been developed which synchronize their com-
putation and display cycles. These virtual reality systems separate the graphics and 
computation processes, usually by distributing their functions among several platforms 
or system threads (multi-threading). Bryson’s paper [6] addresses time management 
issues in these environments.  
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When the computation and graphics are decoupled in an unsteady visualization en-
vironment, new complications arise. These involve making sure that simultaneous 
phenomena in the simulation are displayed as simultaneous phenomena in the graph-
ics, and ensuring that the time flow of computation process is correctly reflected in 
the time flow of the displayed visualizations (although this may not need to be strictly 
followed in some game context). All of this should happen without introducing delays 
into the system, e.g. without causing the graphic process to wait for the computation 
to complete. The situation is further complicated if the system allows the user to slow, 
stop or reverse the apparent flow of time (without slowing or stopping the graphics 
process), while still allowing direct manipulation exploration within an individual 
time step. 

However, decoupling graphics and computation is a way to explore parallelism in 
computing resources (e.g. CPU, GPU), but it is not a final solution to time manage-
ment problems in game engines. In fact, in some cases, it could make the situation 
worse; not only because it has to deal with complex issues such as thread-safety (data 
synchronization), but also because we may lose precise control over the execution 
processes. E.g. we have to rely completely on the operating system to allocate time 
stamps to processes. Time stamp management scheme supported by current operating 
system is limited to only a few models (such as associating some priority values to 
running processes). In game engines, however, we need to create more complex time 
dependencies between processes. Moreover, data may originate from and feed to 
processes running on different places via unpredictable media (i.e. the Internet). 
Hence, our proposed architecture does not rely on software or hardware parallelism to 
solve the frame rate problem. 

2.2   I/O 

The timing module for IO mainly deals with when and how often the engine should 
process user commands from input devices. These may include text input, button 
clicking, camera control and scene object manipulation, etc. Text input should be real-
time; button clicking should subject to rendering rate. The tricky part is usually cam-
era control and object manipulation. Unsmooth camera movement in 3D games will 
greatly undermine the gaming experience, especially when camera is snapped to the 
height and norm of the terrain below it. Direct manipulation techniques [6] allow 
players to move a scene object to a desired location and view that visualization after a 
short delay. While the delay between a user control motion and the display of a result-
ing visualization is best kept less than 0.2 seconds, experience has shown that delays 
in the display of the visualization of up to 0.5 seconds for the visualization are toler-
able in a direct manipulation context. Our experiment shows that camera module 
reaction rate is best set to constant (i.e. independent of other frame rates).  

2.3   Frame Rate and LOD 

The largest number of related work [4] [5] [7] lies in Frame rate and LOD. However, 
the proposed framework does not directly deal with how the LOD optimization mod-
ule should react to feedbacks from the current frame rate; instead it aims to provide a 
preferred activation rate to modules not limited to LOD optimization. 
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Frame Rate and Scene Complexity. In many situations, a frame rate, lower than 30 
fps, is also acceptable by users as long as it is constant. However, a sudden drop in 
frame rate is rather annoying since it distracts the user from the task being performed. 
To achieve constant frame rate, scene complexity must be adjusted appropriately for 
each frame. In indoor games (where the level geometry may be contained in BSP 
nodes), the camera is usually inside a closed room. Hence, the average scene 
complexity can be controlled fairly easily by level designers. The uncontrolled part is 
mobile characters, which are usually rendered in relatively high poly models in 
modern games. Yet, scene complexity can still be controlled by limiting the number 
of high-poly characters in their movable region, so that the worst case polygon counts 
of any screen shot can stay below a predefined value. In multiplayer Internet games, 
however, most character activities are performed in outdoor scenery which is often 
broader (having much longer line-of-sight) than indoor games. Moreover, most game 
characters are human avatars. It is likely that player may, now and then, pass through 
places where the computer cannot afford to sustain a constant real-time frame rate 
(e.g. 30 FPS). The proposed frame rate controller architecture can ease such 
situations, by producing smooth animations even under low rendering frame rate. 

2.4   Network Servers 

Another well study area concerning time management is distributed game servers. In 
peer-to-peer architecture or distributed client/server architecture, each node may be a 
message sender or broadcaster and each may receive messages from other nodes si-
multaneously. In Cronin’s paper [2], a number of time synchronization mechanisms 
for distributed game server are presented, with its own trailing state synchronization 
method. Diot [1] presented a simple and useful time synchronization mechanism for 
distributed game servers. 

In order for each node to have a consistent or fairly consistent view of the game 
state, there needs to be some mechanism to guarantee some global ordering of events 
[8]. This can either be done by preventing misorderings outright (by waiting for all 
possible commands to arrive), or by having mechanisms in place to detect and correct 
misorderings. Even if visualization commands from the network can be ordered, game 
state updates on the receiving client still needs to be refined in terms of frame rate for 
smooth visualization. Another complication is that if a client is receiving commands 
from multiple servers, the time at which one command is executed in relation to oth-
ers may lead to further ordering constraints.  

The ordering problem for a single logical game server can usually be handled by 
designing new network protocols which inherently detects and corrects misorderings. 
However, flexible time control cannot be achieved solely through network protocols. 
For example, in case several logical clocks are used to totally order events from mul-
tiple game servers, the game engine must be able to synchronize these clocks and use 
them to compose a synthetic game scene. Moreover, clocks in game engines are not 
directly synchronized. For example, some clocks may tick faster, and some may re-
wind. Hence, time management in game development can be very chaotic if without 
proper management architecture. 
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2.5   Physics Engine 

The last category of related works that will be discussed is timing in physics engine, 
which is also the trickiest part of all. The article [3] provides a comprehensive over-
view about the time related problems with the use of a physics engine in game 
development.  

The current time in the physics engine is usually called simulation time. Each 
frame, we advance simulation time in one or several steps until it reaches the current 
rendering frame time (However, we will explain in Section 4 that this is not always 
necessary for character animation under low frame rate). Choosing when in the game 
loop to advance simulation and by how much can greatly affect rendering parallelism. 
However, simulation time is not completely dependent on rendering frame time. In 
case the simulation is not processing fast enough to catch up with the rendering time, 
we may need to freeze the rendering time and bring the simulation time up to the 
current frame time, and then unfreeze. Hence it is a bi-directional time dependency 
between these two time-driven systems. 

Integrating Key Framed Motion. In game development, most game characters, 
complicated machines and some moving platforms may be hand-animated by talented 
artists. Unfortunately, hand animation is not obligated to obey the laws of physics and 
they have their own predefined reference of time. 

To synchronize the clocks in the physics engine, the rendering engine and the hun-
dreds of hand-animated mesh objects, we need time management framework and 
some nonnegotiable rules. For example, we consider key framed motion to be nonne-
gotiable. A key framed sliding wall can push a character, but a character cannot push 
a key framed wall. Key framed objects participate only partially in the simulation; 
they are not moved by gravity, and other objects hitting them do not impart forces. 
They are moved only by key frame data. For this reason, the physics engine usually 
provides a callback function mechanism for key framed objects to update their physi-
cal properties at each simulation step. Call back function is a C++ solution to this 
paired action (i.e. the caller function has the same frame rate as the call back func-
tion). Yet, calculating physical parameters could be computationally expensive. E.g. 
in a skeletal animation system, if we want to get the position of one of its bones at a 
certain simulation time, we need to recalculate all the transforms from this bone to its 
root bone. With time management, we can use two synchronized frame rate control-
lers to reduce the amount of computations. One controller is assigned a low frame rate 
for updating the physical parameters of an animated object; the other is assigned the 
same (high) frame rate as the simulation time to interpolate the object’s physical pa-
rameters and feed to the physics engine. 

2.6   Conclusion to Related Works 

Section 2 discussed a number of places in the game engine where time management is 
critical, as well as related works on them. Time management should be carefully dealt 
with in a computer game engine. In fact, we believe it will soon become common in 
the backbone system of distributed computer game engines. 
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3   Frame Rate Control Architecture 

In this section, we propose the Frame Rate Control (FRC) architecture and show how 
it can be integrated in an actual computer game engine. 

3.1   Definition of Frame Rate and Problem Formulation 

In the narrow sense, frame rate in computer graphics means the number of images 
rendered per second. However, the definition of frame rate used in this paper has a 
broader meaning. We define frame rate to be the activation rate of any game process. 
More formally, we define f(t)  {0,1}, where t is the time variable and f(t) is the 
frame time function. We associate a process in the game engine to a certain f(t) by the 
following rule: f(t) is 1, if and only if its associated process is being executed. The 
frame rate at time t is defined to be the number of times that the sign of f(t) changes 
from 0 to 1, during the interval (t-1,t].  
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{ , }k ke st t  is equivalent to f(t) for describing frame time function.  

With the above formulation, we can analyze and express the frame rate of a single 
function as well as the relations between multiple frame rate functions easily. Fig. 1 
shows the curves of three related frame rate functions: i, j and k. 

The curve of f(t) may be unpredictable in the following ways. 

- In some cases, the length of time when f(t) remains 1 is unpredictable (i.e. 

| - |k ke st t  is unknown), but we are able to control when and how often the f(t) 

changes from 0 to 1 (i.e. kst can be controlled). The rendering frame rate is of-
ten of this type. 

- In other cases, we do not know when the value of f(t) will change from 0 to 1 

(i.e. kst is unknown), but we have some knowledge about when f(t) will be-

come 0 again (i.e. we know something about | - |k ke st t ). The network update 

rate is often of this type.  

- In the best cases, we know something about | - |k ke st t  and we can control kst . 

The physics simulation rate is often of this type.  
- In the worst cases, only statistical knowledge or a recent history is known about 

f(t). The video compression rate for real-time game movie recording and I/O 
event rate are often of this type (fortunately, they are also easy to deal with, 
since these frame rates are independent and do not need much synchronization 
with other modules.).  
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Fig. 1. Sample curves of frame rate functions 

Let {fn(tn)} be a set of frame time functions, which represent the frame time for 
different modules and objects in the game engine and game scene. The characteris-
tics of f(t) and the relationships between two curves fi(t) and fj(t) can be expressed 
in terms of constraints. Some simple and common constraints are given below, with 
their typical use cases. (More advanced constraints may be created.) 

1. | -  | MaxDiffTime, (MaxDiffTime 0)i jt t < ≥ . Two clocks i, j should 

not differentiate too much or must be strictly synchronized. The rendering 
frame rate and physics simulation rate may subject to this constraint. 

2. ( -  ) MaxFollowTime, (MaxFollowTime 0)i jt t < > . Clock(j) should 

follow another clock(i). The rendering and IO (user control such as camera 
movement) frame rate may subject to it.  

3. 1 1
, (( , ) ( , ) )k k l ls s s s

k l i i j jt t t t+ +∀ = ∅I . Two processes i, j cannot be executed 

asynchronously. Most local clocks are subject to this constraint. If we use sin-
gle-threaded programming, this will be automatically guaranteed.  

4. 1max{( )} MaxLagTimek ks st t −− <  . The worst cast frame rate should be 

higher than 1/MaxLagTime. Physics simulation rate is subject to it for precise 
collision detection. 

5. 1 1(| 2 | MaxFirstOrderSpeed)k k ks s sk t t t+ −∀ + − < . There should be no 

abrupt changes in time steps between two consecutive frames. The rendering 
frame rate must subject to it or some other interpolation functions for smooth 
animation display. 

6. 1(( ) )k ks sk t t ConstIdealStep−∀ − = . Surprisingly, this constraint has been 

used most widely. Games running on specific hardware platform or with rela-
tively steady scene complexity can use this constraint. Typical value for Con-
stIdealStep is 1/30fps, which assumes that the user’s computer must finish 
computing within this interval. In in-game video recording mode, almost all 
game clocks are set to this constraint.  
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7. 1(( ) )k ks sk t t ConstIdealStep−∀ − <= . Some games prefer setting their ren-

dering frame rate to this constraint, so that faster computers may render at a 
higher rate. Typical value for ConstIdealStep is 1/30fps; while at real time 

1( )k ks st t −−  may be the monitor’s refresh rate.  

3.2   Integrating Frame Rate Control to the Game Engine 

There can be many ways to integrate frame rate control mechanism in a game en-
gine and it is up to the engine designer’s preferences. We will propose here the 
current integration implementation in our own game engine called ParaEngine [9]. 
ParaEngine is an experimental game engine framework aiming to bring interactive 
networked virtual environment to the Internet through game technologies. 

Table 1. The Game Loop of ParaEngine [9], which drives the flow of the engine, providing a 
heartbeat for synchronizing object motion and rendering of frames 

Main game loop callback function {
Time management: update and pre calculate all timers used in this frame. 
Process queued I/O commands (IO_ TIMER) { 

Mouse key commands: ray-picking, 2D UI input 
Key stroke commands  
Animate Camera (IO_ TIMER): Camera shares the same timer as IO 

} 
Environment simulation (SIM_TIMER) { 

Fetch last simulation result of dynamic objects 
Validate simulation result and update scene object parameters, accordingly. 
Update simulation data set for the next time step: 

Load necessary physics data to the physics engine; unload unused ones. 
Calculate kinematic scene objects parameters, such as player controlled 

character (this usually results from user input or AI strategies.). 
Update necessary simulation data affected by kinematic scene objects. 

Start simulating for the next time step (this runs in a separate thread than the 
game loop). 

Run AI module (SIM_TIMER) { 
Run game scripts (SIM_TIMER): Currently networking is handled trans-

parently through the scripting engine. 
} 

} 
Render the current frame (RENDER_TIMER) { 

Advance local animation (RENDER_TIMER) 
Render scene (RENDER_TIMER) 
Render 2D UI: windows, buttons … 

} 
In-game video capturing (RENDER_TIMER) 

} 
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Fig. 2. Integrating time control to the game engine 

In ParaEngine, we designed an interface class called FRC Controller and a set of 
its implementation classes, each of which is capable to manage a clock supporting 
some constraints listed in Section 3.1. Instances of FRC Controller are created and 
managed in a global place (such as in a singleton class for time management). A set 
of global functions (see Time Scheme Manager in Fig. 2) are used to set the current 
frame rate management scheme in the game engine. Each function will configure 
the frame rate controller instances to some specific mode. For example, one such 
function may set all the FRC controllers for video capturing at a certain FPS; an-
other function may set the FRC controllers so that game is paused but 2D GUI is 
active; yet a third function may set controllers so that the game is running normally 
with an ideal 30 FPS frame rate. 

Like in most computer game engines, a scene manager is used for efficient game 
object management. For each time-driven process (see Table 1) and object in the 
scene, the game engine must know which FRC controllers it is associated with. One 
way to do it is to keep a handle or reference to the FRC controllers in every scene 
object. However, it is inefficient in terms of management and memory usage. 
Moreover, most present day games are composed by commercial engines whose 
base programming interface is fixed or unadvised for modification. A more efficient 
way to do this is to take advantage of the tree hierarchy in the scene manager and its 
transversal routines during rendering and simulation. This is done by creating a new 
type of dummy scene node called time node (see Fig. 2), which contains the refer-
ence or handle to one or several FRC controller instances. Then they are inserted to 
the scene graph like any other scene nodes. Finally, the following rules are used to 
retrieve the appropriate FRC controllers for a given scene object: 
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− The FRC controllers in a time node will be applied to all its child scene nodes 
recursively. 

− If there is any conflict among FRC controllers for the current scene node, set-
tings in the nearest time node in the scene graph are adopted.  

Since frame rate controllers are managed as top-layer (global) objects in the engine 
(see Fig. 2).  Any changes made to the FRC controllers will be immediately reflected 
in the next scene traversal cycle. Table 1 shows the game loop. Three global frame 
rate controllers are used: IO_TIMER, SIM_TIMER and RENDER_TIMER. These are 
the initial FRC controllers passed to processes in the game loop. As a process goes 
through the scene graph, the initial settings will be combined with or overridden by 
FRC controller settings contained in the time nodes. 

4   Evaluation 

This section contains some use cases of the proposed framework in our own game 
engine. The combination of FRC controller settings can create many interesting time 
synchronization schemes, yet we are able to demonstrate just a few of them here. 
Readers are welcome to download our game demo from links in the thesis [9]. 

4.1   Frame Rate Control in Video Capturing 

The video system in ParaEngine can create an AVI video while the user is playing the 
game. When high-resolution video capture mode (with codec) is on, the rendering 
frame rate may drop to well below 5 FPS. It's a huge impact, but fortunately it does 
not get run at production time. The number of frames it will produce depends on the 
video FPS settings, not the game FPS when the game is being recorded. 

Now a problem arises: how do we get a 25 FPS output video clip, while playing 
the game at 5FPS? In such cases, the time management scheme should be changed for 
the following modules: I/O, physics simulation, AI scripting and graphics rendering. 
Even though the game is running at very low frame rate, it should still be interactive 
to the user, generate script events, perform accurate collision detection, run environ-
ment simulation and play coordinated animations, etc, as if the game world is running 
precisely at 25 FPS. ParaEngine solves this problem by swapping between two sets of 
FRC controller schemes for clocks used by its engine modules. In normal game play 
mode, N-scheme is used; whereas during video capturing, C-scheme is used. See 
 

Table 2. Frame rate control schemes 

 N-scheme C-scheme 
ConstIdealFPS 30 or 60 20 or 25 
Rendering FRC_CONSTANT FRC_CONSTANT 
I/O FRC_CONSTANT FRC_CONSTANT 
Sim & scripting FRC_FIRSTORDER FRC_CONSTANT 
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Table 2. In C-scheme, the simulation and the scripting system use the same constant-
step frame rate controller as the rendering and I/O modules. The resulting output of  
C-scheme is that everything in the game world is slowed but still interactive.  

4.2   Coordinating Character Animations 

In computer game engine, a character’s animation is usually determined by the com-
bination of its global animation and local animation. Global animation determines the 
position and orientation of the character in the scene, which is usually obtained from 
the simulation engine. The local animation usually comes from pre-recorded anima-
tion clips. In order for the combined motion of the character to be physically correct, 
the simulation time is usually strictly matched with the local animation time using 
constraint (1) in Section 3.1. However, this is not the best choice for biped animation 
with worst case rendering frame rate between 10FPS and 30 FPS. Our experiment 
shows that setting simulation time to constraint (5) and the local animation time to 
constraint (6) will produce more satisfactory result. This configuration does not gen-
erate strictly correct motion, but it does produce smooth and convincing animation. 
The explanation is given below. Suppose a biped character is walking from point A to 
B at a given speed. Assume that the local “walk” animation of the biped takes 10 
frames at its original speed (i.e. it loops every 10 frames). Suppose that the simulation 
engine needs to advance 20 frames in order to move the biped from A to B at the 
biped’s original speed. Now consider two situations. In situation (i), 20 frames can be 
rendered between A and B. In situation (ii), only 10 frames can be rendered. With 
constraint (1), the biped will move fairly smoothly under situation (i), but appears 
very jerky under situation (ii). This is because if the simulation and the local anima-
tion frame rates are strictly synchronized, the local animation might display frame 0, 
2, 4, 6, 8, 1, 3, 5, 7, 9 at its best; in the actual case, it could be 0, 1,2, 8,9, 1,2,3,7,9, 
both of which are missing half the frames and appears intolerable jumpy. However, 
with constraint (5) and (6) applied, the local animation frame displayed in situation (i) 
will be 0,1,2,3,4,5,6,7,8,9, 0,1,2,3,4,5,6,7,8,9, and under situation (ii), 
0,1,2,3,4,5,6,7,8,9, both of which play the intact local animation and look very 
smooth. The difference is that the biped will stride a bigger step in situation (ii). But 
experiment shows that users tend to misperceive it as correct but slowed animation. 
The same scheme can be used for coordinating biped animations in distributed game 
world. For example, if there is any lag in a biped’s position update from the network, 
the stride of the biped will be automatically increased, instead of playing a physically 
correct but jumpy animation. 

5   Conclusion 

Time management is very important in the visualization and simulation of distributed 
virtual environment, such as networked computer game worlds. The paper reviews a 
number of time-related issues in computer game engines and proposes a unified frame 
rate control architecture which can be easily applied to a computer game engine. The 
frame rate system has been successfully used in our own distributed game engine and 
may also find applications in other multimedia simulation systems. 
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Abstract. This paper proposes a universal entertainment interface for
operation of amusement machines, such as video game machines and
radio control toys. In the proposed interface system, biological signals are
used as input, where users can choose some specific biological signal and
configuration of signal measurement in accordance with their preference,
physical condition (disabled or not), and degree of the disability. From
the input signals, users’ intention of operation can be estimated with a
probabilistic neural network (PNN), and then, control commands can
be determined accordingly. With the proposed interface, people, even
those with severe physical disabilities, are able to operate amusement
machines. To verify validity of the proposed method, experiments were
conducted with a video game machine.

1 Introduction

Recently, a variety of amusement machines, such as video game machines, radio
control toys, and entertainment robots, have been rapidly developed, and has
found wide application in people’s daily lives. It has been confirmed that amuse-
ment machines can be used as a method of rehabilitation therapy for people with
physical disabilities [1]-[3]. However, operation of amusement machines might be
difficult for the disabled, since movements of the users’ body are necessary to
operate input devices, such as switches and buttons. To deal with this problem,
universal entertainment interfaces are required, with which even people with
severe physical disabilities can enjoy amusement machines.

In the field of entertainment interfaces, a lot of research has been carried out
to enable people with physical disability to operate amusement machines [4], [5].
Most of this research attempts to design dedicated input devices according to
the users’ physical condition and their capability for controlling the movements
of the head, feet, hands, and other parts of the body. An interface for Play
Station 2 (PS2) was proposed by replacing PS2’s controller with large buttons
or the use of shifting body weight for operation [4]. Also, according to the IN-
TERCOMUNICANDO project, games can be controlled using various switches
(hand operated, foot operated, and so on), which can be chosen depending on
the users’ capability of body movement [5]. However, these interfaces require

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 88–98, 2005.
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some (specific) body movements, which are difficult for people with severe phys-
ical disabilities, such as patients who have cervical spine injuries and those with
amyotrophic lateral sclerosis.

On the other hand, in the literature of human machine interfaces, systems
using biological signals have been intensly studied [6], [7]. Krepki et al. proposed
a brain computer interface as a pointing device of computers, and this system
can control simple computer games based on the users’ intention estimated from
electroencephalogram (EEG) signals [6]. Also, Betke et al. proposed a vision-
based human-computer interface. This system tracks users’ movements with a
video camera and translates them into the movements of a mouse pointer on
screen, and it has been successfully applied to several computer games [7]. How-
ever, these interfaces have not been applied to other amusement machines, e.g.,
video games. Also, it has been widely accepted that users have to take a long-
term training process to gain dexterous skill for operation, because estimation
of the users’ intention from EEG features is extremely difficult.

In this paper, a novel entertainment interface is proposed, and operation of
video game machines is presented to illustrate validity of the proposed method.
With this system, users can choose some specific biological signals and mea-
surement configuration with respect to their preference and degree of physical
disabilities. The users’ intention of operation is estimated from the biological
signals using a probability neural network (PNN), and the differences in biolog-
ical signals among individuals can be covered by using adaptive learning. Then,
operation commands are set according to the users’ physical conditions and the
selected video game. Also, many kinds of video game machines can be incor-
porated, since the control and communication functions are implemented on a
reconfigurable hardware, field programmable gate array (FPGA).

This paper is organized as follows: In Section 2, the proposed entertainment
interface system and a prototype are described. Section 3 presents experimental
results of healthy subjects and a patient with a cervical spine injury. Finally,
Section 4 concludes this paper.

2 A Universal Entertainment Interface

The proposed universal entertainment interface system is shown in Fig. 1. This
system consists of four parts: (1) signal measurement, (2) operation estimation,
(3) command encoding, and (4) signal conversion. In this section, a prototype
of the proposed system is introduced.

2.1 Signal Measurement

A variety of biological signals such as electromyogram (EMG) signals and EEG
signals can be used to extract the intention of operation and to detect mo-
tions of the human body. These signals reflect the physiological information on
movement and the internal state of users. Also, movements of the body can be
detected from acceleration (ACC) signals. In the proposed method, users can
choose some specific biological signals and measurement configuration according
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Fig. 1. The proposed entertainment interface system

to their preferences and degree of the disability. Because of this flexible choice
of input signals, it is expected that the number of potential users of amusement
machines would greatly increase.

2.2 Operation Estimation

In this part, probabilistic neural networks (PNNs) are used for discrimination
of operation from biological features. In the context of pattern discrimination, a
large amount of research has been carried out using PNNs [9]-[13]. It is widely ac-
cepted that, due to the prominent nonlinear approximation capability, PNNs can
estimate the posterior probability distribution of input patterns with arbitrary
accuracy by training the network architecture and the weights appropriately.
So far, PNNs have been used as an important tool for pattern discrimination,
and have been proven to be efficient especially for complicated problems such as
discrimination of biological signals [12], [13].

Features extracted from biological signals are inputted into PNNs. Let us take
EMG signals for example. L pairs of Ag/AgCl electrodes with conductive paste
are attached to muscles. The L channels of EMG signals inputted are rectified
and filtered by a second-order Butterworth filter. The filtered EMG signals are
defined as EMGl(t) (l = 1, · · · , L). Then, these EMG signals are normalized to
make the sum of L channels equal 1:

xl(t) =
EMGl(t) − EMGst

l

L∑
l′=1

(EMGl′(t) − EMGst
l′ )

(1)

where EMGst
l (t) is the mean value of EMGl(t) which is measured while relaxing

the muscles. Feature vector x(t) = [x1(t), x2(t), · · · , xL(t)]T is used for pattern
discrimination.

In the prototype system, a log-linearized Gaussian mixture network (LL-
GNM) [12] is used. LLGMN is based on a Gaussian mixture model (GMM)
and a log-linear model of probability distribution function (pdf). By applying
the log-linear model to a product of the mixture coefficients and the mixture
components of GMM, a semiparametric model of pdf is incorporated into a
three-layer feedforward NN, as shown in Fig. 2. For details of LLGMN, please
refer to [12]. LLGMN estimates probability distribution from the input vector
x(t), and outputs posterior probability of operation k (k = 1, . . . , K).
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To determine when the operation occurs, force information FEMG(t) is cal-
culated from EMG signals,

FEMG(t) =
1
L

L∑
l=1

EMGl(t) − EMGst
l (t)

EMGavg
l (t) − EMGst

l (t)
(2)

where EMGavg
l (t) is the mean value of EMGl(t) measured under an average

contraction level that is determined by the user. Since we plan to integrate the
signal processing part into a hardware platform, the power level PL(t) is set as
[0, 1] to simplify the data representation:

PL(t) =

{
FEMG(t) (FEMG(t) ≤ 1)
1 (FEMG(t) > 1)

(3)

Then, PL(t) is compared with a threshold Md. When PL(t) is more than Md,
intention of operation would be discriminated. In addition, entropy of the output
of LLGMN is used to avoid misdiscrimination [14]. The entropy is defined as

E(t) = −
K∑

k=1

(3)Ok(t) log(3) Ok(t) (4)

where Ok(t) indicates the posterior probability of operation k. If E(t) is less
than a threshold Ed, an operation, which has the largest posterior probability,
is determined. In contrary, when E(t) is more than Ed, discrimination should be
suspended, since large entropy suggests that the network’s output is ambiguous.

2.3 Command Encoding

In the step of command encoding, commands of amusement machines are en-
coded based on the estimated operations. The prototype system uses video games
as controlled objects. Because video games differ in the numbers of commands
and the response speed required for operation, different protocols are needed
for different kinds of games. In the proposed method, a direct mapping or a
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Table 1. Classification of the video games

Number of commands

Response
speed

Quick

Role playing 

Simulation role playing

Simulation

Puzzle
Table
Board
Adventure

Racing

Shooting

Tetris type

Fighting 

Rhythm

First-person shooting

Sports

Action

Action role playing

Real-time simulation

Slow

Large Small

shift-group method is used. The direct mapping assigns each operation to a dif-
ferent command. For the shift-group protocol, commands are divided into several
groups. In each group, operations are directly mapped into commands. By shift-
ing these groups, objective commands can be achieved, with a smaller number
of operations.

In this paper, games are classified according to response speed of operation
and the numbers of commands (see Table 1). In Table 1, games with a large
number of commands and quick response speed are classified as Type 1. Sim-
ilarly, definitions of the other types are given as: Type 2 (small-quick), Type
3 (large-slow), and Type 4 (small-slow). For games of Type 3, to perform all
the commands with a limited a number of operations, the shift-group protocol
can be applied. In the case of Type 4 games, direct mapping can be used. How-
ever, patients with severe physical disabilities may conduct very small number
of operations, say just one or two. For such users, the shift-group protocol is
applicable.

In addition, the command encoding part uses an operation threshold α to
avoid errors of operation. Given the number of consecutive estimations of the
same operation (Rcount), the operation is discriminated when Rcount exceeds α.

2.4 Signal Conversion

In the signal conversion, the control signals are determined based on commands,
and then transmitted to the target game machine following communication pro-
tocols. However, since communication protocols vary largely among amusement
machines, the signal conversion part needs to be reconstructed whenever the
game machine is changed. In the proposed interface system, a reconfigurable
hardware is used as an implementation platform for signal conversion. In the
prototype system, a field programmable gate array (FPGA) chip is used. FPGA
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Fig. 3. Locations of electrodes

is chosen since it allows easy reprogrammability, fast development times, and
reduced efforts with respect to large-scale integration (LSI) design. When the
game machine is changed, FPGA can be reconfigured at will. Consequently, a
variety of amusement machines can be operated with a single hardware device.

3 Experiments

To examine validity of the proposed method, EMG discrimination experiments
and video game operation experiments using PS2 were performed with five sub-
jects (A, B, C, and D: healthy people, E: a patient with a cervical spine injury).

3.1 Experimental Condition

In the experiments, electrodes were attached to the following three different lo-
cations: (a) depressor anguli oris muscles (L = 2; on the right and left sides), and
(b) zygomaticus major muscles (L = 2; on the right and left sides), (c) forearm
muscles (L = 4; right hand: extensor carpi ulnaris, extensor carpi radialis, and
flexor carpi ulnaris; left hand: extensor carpi ulnaris), as shown in Fig. 3. For
subject E, operation with forearm muscles was not conducted, because his arms
are paralyzed. The EMG signals after rectification and smoothing were digitized
using the 8bit AD converter with a sampling frequency of 50 Hz. The feature
pattern, x(t), was used to train LLGMN. In the learning process of LLGMN,
20 EMG patterns were extracted from EMG signals for each operation, and the
teacher signals consisted of K × 20 patterns, where K is the number of opera-
tions. In addition, the operation threshold α was set as 30, the threshold Md as
0.6, and the threshold Ed as 0.2.

Also, we implemented the signal conversion part on a development board
(Xtreme DSP Development Kit-2, Nallatech), which hosts a Xilinx Virtex fam-
ily FG676 FPGA chip (XCV3000-4FG676). The signal conversion circuit was
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described in Verilog-HDL. The game machine was PS2 (Sony Computer En-
tertainment Inc.), and the “Othello” game (SUCCESS Corp.) was used for ex-
periments, which can be classified into Type 4 (see Table 1). In this setup,
five commands are necessary for operation: up, down, left, right, and stone
arrangement.

3.2 EMG Discrimination Experiments

The EMG patterns measured during users’ operation were discriminated using
LLGMN. In the experiments using depressor anguli oris muscles and zygomati-
cus major muscles, three motions (K = 3; contracting muscles on the right side,
the left side, and both sides) were discriminated. For forearm muscles, the classes
were five motions (K = 5; right hand: flexion, extension, grasping, and opening;
left hand: grasping). The EMG pattern discrimination rates for three measure-
ment locations are shown in Fig. 4. It can be seen that all of the discrimination
rates are in a relatively high level. Using LLGMN, high discrimination accu-
racy can be achieved, and it is applicable for practical game operation, even if
the experimental conditions such as the number of operation and measurement
positions were changed.

3.3 Operation Experiments

In the experiments, subjects were asked to follow a predefined route and place
the stone at a goal (see Fig. 5). EMG signals were measured from depressor
anguli oris muscles (see Fig. 3(a)), and three operations can be discriminated
(K = 3): contracting muscles on the right side, the left side, and both sides.
In this experiment, the shift-group protocol was used for game control, because
the number of operations was less than that of commands. Command groups
are shown in Fig. 6. In this figure, operation 1 means contracting muscles on
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the right side, operation 2 means contracting muscles on the left side. Also, by
contracting muscles on both sides users can shift groups of commands. With this
method, five commands can be selected using only three operations.

An example of operations by subject E is shown in Fig. 7. In this figure,
two channels of the preprocessed EMG signals, the power level PL(t), the dis-
crimination results, and control commands are plotted. The gray areas indicate
the operations the subject made in the Othello game. The discrimination results
were set as no motion (NM) when the power level PL(t) was less than Md.

The EMG signals corresponding to the users’ operation were discriminated
by LLGMN. In this method, misdiscrimination can be reduced using the power
level PL(t) and the entropy E(t). However, during the transient phases of users’
operations, some misdiscrimination can still be found. Commands corresponding
to the users’ operations are decided when the same discrimination continues α
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times. Using this rule, a stable operation can be performed. In this experiment,
the commands were selected by operations 1 and 2, and the command groups
were shifted by operation 3. It should also be mentioned that since the shift-
group method was utilized, some additional commands can be added. From
the experimental results, it can be confirmed that the proposed system can
work according to subject’s intention even when the number of operations were
very small.

Then, evaluation experiments were conducted with four predefined routes
(see Fig. 8). Subjects were asked to perform these four tasks, and the opera-
tion times were recorded. In tasks 1 to 4, a cursor is moved from the start to
three different goals, and in task 4, users are asked to arrange stones on target
positions. For each task five trials were performed.

Comparison of operation time in video game operation experiments using
depressor anguli oris muscles is shown in Fig. 9. The command groups were
set as Fig. 6. In Fig. 9, the bar graph indicates the average operation time,
and the sequential line graph indicates the shortest time for each task. It can
be seen that, for both healthy subjects and subject E, average time and the
shortest time increase when the complexity of the task increases. For subject E,
the operation time of task 4 has a large standard deviation. The cursor path in
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Fig. 10. The most time-consuming trial by Subject E (Task 4)

the most time-consuming trial is plotted in Fig. 10. The cursor control took a
long time, because he could not stop at the desired position in this trial. This
problem could be related to how to set the parameters such as Md, Ed, and α.

In the experiments, it was confirmed that all subjects could conduct tasks
successfully. Further insights are necessary focusing on parameter setting accord-
ing to the user’s profile.

4 Conclusion

In this paper, we have proposed a novel entertainment interface using biological
signals, and a prototype system has been constructed. In this interface system,
a variety of biological signals can be used as input, and users can choose input
signals with respect to their conditions, so that a lot more people are able to
enjoy video games. Also, the users’ intention of operation is estimated from the
input signals using a PNN. Due to the adaptive learning capability of neural
networks, a high level of discrimination accuracy is achieved. Moreover, video
game machines can be easily changed, so that various amusement machines can
be incorporated into the proposed system.

To verify validity of the proposed interface, EMG discrimination experiments
and video game operation experiments have been carried out with five subjects.
In the experiments, discrimination rates of all subjects were about over 90%.
With this interface system, subjects can operate games at will.

The game “Othello” used in the experiments is classified into Type 4, and
the operations are comparatively easy. In cases of Type 1 games, the proposed
method may have some limitations, because Type 1 games are very fast paced
and require a variety of complex commands. Thus, it will be necessary to first
confirm the feasibility of the proposed method with those games. Also, in fu-
ture research, we would like to improve the decision algorithm of the operation
parameters, and apply the proposed method to other input signals and other
amusement machines.
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Abstract. The unique event related brain potential (ERP) called the eye fixation 
related potential (EFRP) is obtained with averaging EEGs at terminations of 
saccadic eye movements. Firstly, authors reviewed some studies on EFRP in 
games and in ergonomics and, secondly introduced a new system for 
assessment of visual entertainments by using EFRP. The distinctive feature of 
the system is that we can measure the ERP under the conditions where a subject 
moves eyes. This system can analyze EEG data from many sites on the head 
and can display in real time the topographical maps related to the brain 
activities. EFRP is classified into several components at latent periods. We 
developed a new system to display topographical maps at three latent regions in 
order to analyze in more detail psychological and neural activities in the brain. 
This system will be useful for assessment of the visual entertainment. 

Keywords: ERP, eye movement, attention, game, movie. 

1   Introduction 

Entertainment computing brings great benefits to the people.  Recently, however, ill 
effects on the brain by playing a game are reported sensationally by journalisms in 
Japan.  Of course, playing a simple game for a long time is not good for healthy 
development of the child’s brain and mind. On the other hand, some of the games and 
new medias have possibilities to activate and recover an aged brain function in an old 
person. And new types of digital contents are developed to activate cognitive 
activities for an adult person [1]. 

Positive psychology is becoming a big topic in the field of clinical psychology [2]. 
The positive psychology deals with the well-being in the human life. Many researchers 
who study positive psychology are interesting in the creation of the good relation 
between people. They study positive emotion and motivation related to cognitive 
factors. Not only a good human relation, but also a new relation between the human and 
                                                           
* This research was supported by a Grant-in-Aid for Scientific Research in Academic Frontier 

Promotion Project provided by MEXT and a Grant-in-Aid for Scientific Research, (14310046) 
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such artifacts as games, robots and digital contents bring great benefits for high quality 
of life. Therefore, scientific assessment of the entertainment is required in many fields; 
e.g. psychology, medicine, education, information science and engineering. 

When a person watches a display, movies or something, psychological and 
physiological changes occur in the brain and the body. Psychological phenomena; e.g. 
perception, cognition, emotion and motivation are studied as indices by using 
performance, verbal responses and physiological responses.  

The author found the specific brain potential associated with eye movements [3]. 
The potential varies with visual functions [4]. We developed a system to measure 
cognitive phenomena with the brain potential. The system is applicable to assess the 
visual function. In this paper, firstly we reviewed some studies of the brain potentials 
and, secondly introduced a new system to measure the brain potential for assessment 
of the visual entertainment. 

2   ERP and EFRP 

Brain potentials (e.g. EEG; the spontaneous brain wave and ERP; the event related brain 
potential) can be measured from electrodes placed on the scalp. ERP is a sequence of 
electrical changes elicited by sensory or perceptual stimuli, and cognitive events. ERP is 
a very small change in electrical activity of the brain. The direct observation of ERP is 
very difficult, because ERP is intermingled with EEG. In order to obtain an ERP, 
successive stimuli or events have to be presented to a subject. The EEG is triggered by 
the onset of a stimulus or event and EEG epochs associated with the onsets are 
averaged. Because the spontaneous EEG is assumed to be a random process, the 
averaged value of EEG gradually approaches to zero. On the other hand, ERP linked to 
the events becomes increasingly clear as the number of trials averaged increases. 
Therefore, in order to obtain ERP, signals associated with repeatable stimuli, responses 
or events are required to trigger EEGs for averaging. A researcher must prepare 
intermittent visual stimuli with a fixation point on the display to obtain the visual ERP. 
The researcher asks to a subject to watch the fixation point and not to move eyes. 
Therefore, it is very hard to apply the visual ERP to situations where eyes move.  

When a subject looks at something, the eye movement record shows step-like 
pattern consists of saccadic eye movements (saccade) and eye fixation pauses. Since 
saccadic suppression occurs during the saccade, information concerning the nature of 
the visual object is sent from the retina to the brain during the fixation pause. When 
EEGs are averaged time-locked to fixation pause onset; i.e. offset of saccades, a 
unique ERP is obtained. The author found the potential and named it the eye fixation 
related potential (EFRP). EFRP is a kind of ERPs measurable in situations requiring 
eye movements. EFRP like the ERP consists of some components that are classified 
with the latent time (latency) and the distribution on the scalp of the brain (Fig.1). The 
most prominent component with latency of about 80-100 ms is called the lambda 
response. Some components of EFRP change as a function of stimulus properties as 
well as subjective factors [5].  The late component with long latency (300 ms) appears 
at around the central region on the scalp, when the subject detects a given target at 
visual search tasks.  The component is identical the so-called P3 (P300) component. 
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3   Application of EFRP to Entertainment 

The technology of EFRP is applied to assessment of attention in ergonomics. For 
instance, assessment of lighting environments [6], a visual display [7], a computer 
graphic (CG) task [8] and so on [9, 10, 11]. Further, the technology is also applied to 
assessment of the visual fatigue [12] or attention in computer games [13]. In ERP 
studies, many intermittent stimuli are repeatedly presented at the same point. The 
ERP gradually decreases by habituation, if a response to the stimulus is not assigned 
in the experiment.  However, EFRP showed very small decrement during the CG task 
and a playing game. We observed increment of the EFRP in amplitude during a 
computer graphic task [8]. The subjects who were novices of a CG task reported that 
they were interested in the task and enjoyed the painting task. They felt that the task 
was a kind of games rather than the work.  

saccades

��

�

��

EOG

100ms

P100

P300

EFRP

eye fixation

N180

 

Fig. 1. Model of EFRP. EFRP consists of several components, (upward negativity) EOG shows 
Eye movement. 

In the studies on games, a real time analyzer is required to develop to assess 
temporal variation of the EFRP. And topography of EFRP also is useful to observe 
the regional activities of the brain associated with cognitive phenomena.  We 
developed a system to make a real time topographical map of EFRP [14].  In the 
system, amplitudes of only one component (P80) of the EFRP from 32 sites on the 
scalp can be displayed in real time. Recently, we developed a new system to display 
in real time the topographical maps of three components; for instance P80, N150 and 
P200 (these parameters are optionally changeable).  

4   Outline of the System 

4.1   Detection of Onset of an Eye Fixation Pause (Offset of a Saccade)  

EOG data for the eye movements are digitized with a given sampling time by an A-D 
converter. The waveform of EOG consists of saccades (big deflections), slow drift and 
small noises. There are small noises by EMG (muscle potential) even during eye 
fixation pauses. At the first stage, a saccade is discriminated from the noise. And at 
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the second stage, the point where a big deflection changes into flat is defined as onset 
of the eye fixation pause. The vector value is computed form the horizontal EOG and 
the vertical EOG to detect the absolute value of the saccade.  

4.2   Averaging EEGs 

In the detection of the regular ERP, EEG epochs time-locked to the stimulus onset are 
averaged several ten times to increase the ratio of the signal to noise. In EFRP 
detection, EEG epochs time locked to onset of the eye fixation pause are averaged 
several ten times. One EFRP can be obtained by this procedure similar to the regular 
ERP. When an eye blink (spike) occurs, the trigger signal is canceled from the 
subsequent analysis. 

Further, when EMG or an irregular eye movement occurs, the EEG sample is 
canceled. Therefore, EEGs without artifact and noise are averaged automatically at 
offset of saccades in real time. 

4.3   Sliding Average 

As mentioned above, suppose EEGs are averaged 30 times to obtain one ERP.  30 
EEG epochs for the first array are collected and averaged from the first epoch for the 
first stimulus to the 30th. This is a regular method to obtain the ERP.  For the second 
array, the data in the top epoch is deleted and the data in the 31st epoch is added. A 
series of EFRPs in time course can be obtained successively by continuing the 
procedure.  

4.4   Monitor Screen of Low Data 

Fig.2 shows windows of real time monitors of low data. The upper left shows the 
current waveform of EFRP at the occipital region.  The upper right shows the current 
saccade offset. The trigger point indicates by a vertical line. EEG and EOG data are 
shown in the lowest window. We can check the trigger point and the effect of noise 
and artifact. 

4.5   Display of the EPRPs 

When a series of topographies of EFRPs can be displayed continuously, we can 
observe the dynamic changes of EFRPs like an animation. Fig. 3 shows the 
topographical maps in three time zones of EFRPs. Each topographical map indicates 
the distribution of potentials on the brain. The upper side of each topography is the 
frontal region and the bottom side is the occipital region.  

Three bigger maps at the left side show the current topographical maps at three 
time regions; an early component, a middle component and a late component. Since 
each topographical map is displayed at the same position, the maps show dynamic 
changes of EFRP on the scalp. We can observe in real-time the dynamic movement of 
the EFRP. The dynamic movement was like an animation movie. 

Smaller maps at the right side presented one by one at each time region. Therefore, 
the final map is the same as the right big one. We can observe the trend of the maps at 
three time regions. The map with the number of 1 indicates the earliest map in each 
component. 
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Fig. 2. Monitor screen. A waveform in the upper left shows typical EFRP. The upper right 
shows a current saccade. A vertical line indicates the point of saccade offset: i.e., onset of an 
eye fixation. The lowest window shows EEG and EOG.  

 

Fig. 3. Shows topographies of EFRP in three latent periods. The left three are current 
topographies. Red means high positive potential and blue means negative potential.  
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5   Test of the System 

In the test of the system, EEGs were measured from 14 sites. The horizontal and the 
vertical EOG were measured and amplified. EEGs were averaged 30 times to observe  
variation in the amplitude of EFRP in neatly real time. The amplitudes of three 
components; i.e. the positive component (70 ms), the negative (120ms) and the 
positive (180ms) after an eye fixation were measured and made maps by the 
analyzing system. In this test, the subject, who was a student, was asked to move eyes 
between two targets on the strips every 1sec. The distance between two targets was 20 
deg. The task was very simple. Topographical maps show dynamic variations of 
EFRP in time course.  

Fig. 3 shows an example of the topographical changes of EFRP. We can observe 
the temporal changes of EFRP.  

6   Conclusion 

In this paper, we reviewed some studies on EFRP and introduced the new system 
that was developed very recently.  In the most of the past studies on the brain 
function, mass data in a session for a long time have been analyzed while subjects 
are playing games. However, the new system is useful to analyze in real time the 
functions of the brain. The main part of the system consists of a very high speed 
computer with four CPUs that is very expensive. However, we also developed a 
more economical system that works with a personal computer of Window-XP.  We 
can analyze EFRP and can obtain a topography of EFRP in offline [15]. The system 
is already on sale. It will be useful for a convenient analysis of EFRP. The authors 
believe those two systems will be useful for assessment of such visual 
entertainment as game, movies and so on. 
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Abstract. An advanced content-based sports video browsing and re-
trieval system, SportsVBR, is proposed in this work. Its main features in-
clude event-based sports video browsing and keyword-based sports video
retrieval. The paper first defines the basic structure of our SportsVBR
system, and then introduces a novel approach that integrates multimodal
analysis, such as visual streams analysis, speech recognition, speech sig-
nal processing and text extraction to realize event-based video clips se-
lection. The experimental results for sports video of world cup football
games indicate that multimodal analysis is effective for video browsing
and retrieval by quickly browsing event-based video clips and inputting
keywords according to a predefined sports vocabulary database. The sys-
tem is proved to be helpful and effective for the overall understanding of
the sports video content.

1 Introduction

With the deep development and abroad application of multimedia technology,
video digital has become a very important information expressing form in the
information system. With the remarkable increase of video data, it is becoming
important to index and store them considering their retrieval and recycling. In
order to enable detail retrieval, understanding the semantic contents of the video
is inevitable. And automatic indexing and retrieval of video information based
on content is a very challenging research area with many research efforts ad-
dressing various relevant issues [1, 2, 3, 4, 5]. The most difficult problem is: what
does content mean? Or, more specifically, how should one characterize visual or
auditory content present in a video, and how to extract them for building useful,
high-level annotations to facilitate content-based indexing and retrieval of video
segments from huge digital video libraries? It is generally accepted that content
is too subjective to be characterized completely because it is often concerned
about objects, background, domain, context, etc. This is one of the main rea-
sons why the problem of content-based access is still largely unsolved. Ref. [6]
has presented a video browsing method, which is conducted through a VCR-like

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 106–113, 2005.
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interface. It is tedious and time-consuming, and is not concerned about high-
level semantic content understanding. Ref. [7] has presented a video’s structured
browsing and querying system called videowser, but it also has not realized ef-
fective content-based retrieval and just considers the image analysis, so it is not
a really content-based video browsing and retrieval system.

Sports video of TV programs is an important resource for the sports fans or
the special sports analysis experts. But what the consumer wants to see are the
interesting segments of the sports video, and so how to extract the interesting
segments, that is to say, how to index and retrieve the content of events is the
problem that we want to solve in this paper. There are lots of related works
that are concerned with the retrieval of sports video such as Y. Gong et al. [8]
that presents a method to automatic parse the soccer programs using domain
knowledge, Yoshinori Ohno et al. [9] that describes a system to track soccer
players and a ball by using color information from video images, etc. But most
of the recent reported work related to sports video focus on one of video features
and do not truly constitute a content-based multimedia research method.

Though much research work has been made towards developing automatic
video searching system in recent years, however, because of the numerous video
program variations, it is still a very difficult work to design a general-purpose sys-
tem for all types of video programs. In this paper, we focus on TV sports video as
a particularly important category of video programs and design a content-based
sports video browsing and retrieval system, SportsVBR, which is convenient for
users to fast browsing and retrieving sports video. Combining audio-visual fea-
tures and caption text information, the system can automatically selects the
interesting events. Then using automatically extracted text caption and results
of speech recognition as index files, SportsVBR supports keyword-based sports
event retrieval. The system also supports event-based sports video clips browsing
and generates key-frame-based video abstract for each clip.

The rest of the paper is organized as follows. In Sec. 2, we present an overview
of our system. We first present an algorithm in Sec. 3 to select video clips that
may contain events. Then we describe how to get keywords such as ”goal” or
”penalty kick” by speech recognition and detect interesting segments by com-
puting the short time average energy and other parameters of audio. At last,
a method of extracting textual transcript within video images is introduced to
detect events and use these textual words to generate the indexing keywords.
Based on sections above, we present the approach of content-based browsing and
retrieval of sports video in Sec. 4, and in Sec. 5, the interface of SportsVBR and
its functions are given, and conclude the paper in Sec. 6.

2 Overview of the System

Fig. 1 shows the block diagram of our system. The modules shown within the
dotted lines form the core part of our system and also are the main subject
of this paper. Our system analyzes the sports video by dividing it into video
and audio streams respectively. In video streams, it processes the visual features
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and extracts the textual transcripts to detect the shots that probably contain
the events. Visual features are not sufficient for detecting events, so the textual
transcripts detection can improve the accuracy and it also use to generate the
textual indices for users to query the video events clips. In audio streams, we re-
alize the speech recognition of special words such as ”goal” or ”penalty kick” and
use these words to generate the textual indices, too. In audio signal processing
module, we compute several parameters of audio signal to find the interesting
parts of sports video more accurately. After we find the video events clips, we
organize them in our system for content-based browsing and retrieval.

Raw Footage

of Sports Video
DEMUX

Video

Visual Features

Analysis

Text Extraction

Audio

Speech

Recognition

Audio Signal

Processing

Retrieval Querying or

Browsing

Video Event Clips

Textual Indices

Graphical User Interface

Fig. 1. The block diagram of our system

3 TV Sports Video Multimodal Analysis

Sports video indexing based on events is a kind of indexing by semantical con-
tents, and we think that an event is defined over a time interval, not just a time
point. Further, a current event is closely related to preceding events or subse-
quent ones. In football games, there are lots of events can be considered from
different points of view. In our research work, we are particularly concerned with
the events that maybe change the score and are interesting for fans and coaches
or kinematics researchers: i) penalty kicks (PK), ii) free kicks next to goal box
(FK), and iii) corner kicks (CK). These are typical events shown in TV news
and magazine programs summarizing a match: they thrill the speakers and the
audience, as they embody attack actions in proximity of the goal box area that
might eventually lead to the scoring of a goal. Hence, penalty kicks and corners
are also often used to calculate statistics supporting the evaluation of the degree
of aggressiveness of the two teams.
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3.1 Visual Streams Analysis

For video analysis, visual streams processing are aimed at shot-by-shot indexing,
so we try to discover a shot that is similar to the target event by matching of
feature vectors. First, the sports video stream is segmented into shots. The fun-
damental element in video processing is usually a shot, which is defined as image
sequence what the pickup camera records during one continuous movement. The
shots are given by detecting shot change operations such as cuts or dissolves.
Second, a shot to be matched is selected from all the segmented shots. For the
shot, we extract N1 image frames from its head and N2 frames from its tail.
Because for the events described above, the ball is set to a steady state for kick
in the starts of these events, and the ends are the goal box scene or a field scene
taken behind a goal post. So the scenes are transitions from a camera-steady
frame containing a steady ball to a scene containing goal box or scene taken
behind a goal post. Each frame is divided into 4 × 4 rectangular blocks. Color
distribution in each block is given as feature parameters. A feature vector fn of
an image frame n is formed as

fn = (Rn
1×1, G

n
1×1, B

n
1×1, R

n
1×2, G

n
1×2, B

n
1×2, ..., R

n
4×4, G

n
4×4, B

n
4×4) . (1)

where Rn
k×l, G

n
k×l, B

n
k×l are average RGB values in the kth×lth block. We build

a feature vector F of a shot by concatenating each vector of N(= N1 + N2)
image frames. In symbols

F = (f1, f2, ..., fN) . (2)

Finally, we measure the distance between the vector of the shot and that of the
example image sequence, which may be viewed as a temporal image model of
the target event. Let G denote the latter vector. Of course, the dimension of
both vectors is identical. In the matching, the distance is given by

d(F, G) = ‖F − G‖2
. (3)

If d is smaller than some threshold, the shot is indexed by the target event:
PK, FK, or CK. The example sequence is provided for each target event. It
is a crucial problem how we should obtain it. The ideal way may be learning
from example stream. At the current stage, we employ a simple way, selecting a
sequence randomly from the concerned stream.

3.2 Audio Streams Analysis

The fundamental purpose of this method is to detect segments from TV sports
programs where interesting events described above occur. Because only use the
visual streams analysis, it is not so sufficient to detect these interesting events
exactly. Adding audio streams analysis can improve the accuracy rate of event
detect greatly. This typically means increased crowd activity manifested as in-
creased energy level in audio. However, energy level alone is not sufficient in
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detecting meaningful segments; further processing for recognition of keywords
such as ”goal” or ”penalty kick” is necessary in order to detect the interesting
events.

Our algorithm can run with sequences sampled at rates much lower than
the typical rates. For that, we sub-sample the 44.1kHz data and work with
441Hz sequences. This further improves the computational efficiency and makes
it possible to implement this method on platforms with less computation power.
We process the audio streams in units of segments that are one second long.
We use a form of audio energy that we call InterestingLevel, X(A) which is
computed as average absolute amplitude for each segment: if A is a segment of the
audio level, the interesting level, X(A)=Ave(Abs(A)) where Abs is the absolute
value function. Then, a sliding window of five units (equivalent to five seconds)
is used to compute the average levels, as in most situations true events last for
at least five seconds. Then segments with averages above a certain threshold are
combined to form a sequence. The threshold we used is half of the max value
over the entire program (approximately three hours). The measure of importance
used in ranking for each segment is the summation of all average energy values
through the range. This ensures that energy as well as the duration is taken into
account in picking that segment. The parameters used in the algorithm such
as the five second interval or the level of threshold is experimental and further
optimization may be possible.

Recognition of keywords such as ”goal” or ”penalty kick” is helpful to detect
these interesting events. In our framework we integrate the speech recognition
engine that is compiled with the API functions, which are provided by the speech
recognition development kit Microsoft Speech SDK 5.0 of Microsoft corps. This
engine recognizes the commentator’s voices in each shot to get the frame con-
taining the interesting events.

3.3 Text Extraction

For retrieval of sports video, we should extract the meaningful texts appeared in
the frames within interesting events and other situations. Because these specific
texts including explain an athlete or reflect the score change, etc, and they appear
in a fixed subregion of an image frame, contain textual information that expresses
the on-going scenes. An example is displayed in Fig. 2. The text segmentation
and extraction algorithm is described in detail in another paper of mine [10].

Fig. 2. An example of the meaningful texts

Using test data set, world cup football games selected from our video database
randomly, which lasts three hours or so in total, we obtain an accuracy rate of
91.3% and a recall rate of 97.5% for sports video event clip selection.
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4 Content-Based Browsing and Retrieval of Sports Video

According to analysis of sports video above, we present content-based sports
video browsing and retrieval. For this paper, we combine the method of content-
based browsing event-based video clips and the method of querying by inputting
keywords.

Browsing video is an important retrieval method to obtain video content.
Through the event detection of sports video, we can get the three interesting
events: PK, FK and CK. Then the clips containing the three events are stored
into the system database for users’ browsing. Key frame can let users know
general meanings of a video clip quickly, and now there are lots of algorithms
that introduce how to extract key frame. Considering the specification of TV
sports programs, we select three kinds of frames as key frames in our framework.
The first is the frame that is closest to the middle point in temporal space in N1
frames of every event shot. The second is the corresponding frame in N2 frames.
And the third is the frame that is closest to the middle point in temporal space
in every event shot. So the key frames and the video clips of interesting events
forms a kind of video abstract for users’ retrieval.

Querying by users’ inputting keywords is another efficient method for video
retrieval. Keywords obtained from the speech recognition module and text ex-
traction form full-text search indices, and some keywords are predefined in a
small sports video vocabulary database that are built according to our obser-
vation results for a month of CCTV sports programs and the database can be
expanded in future work. When users input keywords whatever they thought
about such as ”goal” or ”corner kick” to query sports video, and then the sys-
tem can provide the exact video abstracts.

5 The Interface of SportsVBR and Its Functions

Fig. 3 shows the interface of our system. It consists of four sections, the display
window, the video control window, the sports event clips display window and
the key word inputting query window. User is able to input sports video files,
and set the start and end of the video files. Clicking the play button in the
video control window, the sports video event clip selection of the video files is
automatically finished. The results of extracted key frames of the selected event
clips are shown in the sports event clips display window. The display window is
used to play a video file in realizing event clip selection. And also is used to play
a event clip selected from the selected results or to show a key frame selected
from the extracted key frames. User is able to input keywords to search event
clips, for example, the word ”goal”, and then the retrieval result is shown in the
display window. Click the key frame and the corresponding event clip can be
played in the display window.
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Fig. 3. The interface of our system

6 Conclusions

Content-based video browsing and retrieval for video flows is a hot spot in
the recent researches of video database. This paper develops a system, called
SportsVBR, to realize fast and efficient sports video browsing and querying
based on event-based video clips selection. The system is designed for parsing
TV sports video, but its integration strategy of audio-visual cues, the analysis
of text event detection, as well as the methods of content-based video browsing
and retrieval can also be applied to the scene segmentation and video retrieval
of other video types in future work.
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Abstract. Online fan communities are an important element in the market suc-
cess of a videogame, and game developers have begun to recognize the impor-
tance of fostering online communities associated with their games. In this paper 
we report on a study that investigated the techniques used by game developers 
to maintain and promote online communities within and around their games. 
We found that game developers consider online communities to be important to 
the success of both single-player and online multiplayer games, and that they 
actively support and nourish these communities. Online community building 
techniques identified in the study are categorized and discussed. The results 
represent a snapshot of current developer thinking and practice with regards to 
game-based online communities. The study augments existing research con-
cerning the relationship between design features, online community and cus-
tomer loyalty in new media, Internet and game-related industries. 

1   Introduction 

Video gaming is increasingly a social pastime and social interaction has become an 
important motive for many players. These players are drawn to games that enable 
cooperative and competitive interaction with other people. Multiplayer games such as 
LAN games, online shooters and MMORPGs are salient examples of social gaming 
and comprise a rapidly growing segment of the game market [7]. 

Many games acquire a large following of fans who want to come together to dis-
cuss the game, share information and resources, and where possible play together. Fan 
communities form around both single- and multi-player games. Vendors recognize 
that having a community of fans based around a game has a significant impact on a 
game’s commercial success [7]. Communities can promote a game by encouraging 
and supporting new users, developing strategies, plots and content and by simply 
talking about the game. Discussion in gamer communities takes place in online fo-
rums and chat rooms, both vendor- and player-operated, and of course offline; for 
example at school and at LAN game cafes. 

Though recent reports make it clear that online fan communities are an important 
element in the market success of a game [7], it is less clear how vendors can go about 
promoting a community of fans supportive of their games. In this project we sought to 
discover and document the techniques used by game developers to promote such 
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communities. We interviewed individual game designers and developers at five suc-
cessful game companies. All interviewees believed that online community was impor-
tant to a game’s success, and that they were able to influence the formation of com-
munities around their games. Through analysis of interview transcripts we identified a 
number of techniques that developers use or intend to use to promote online commu-
nities around games. We categorized them as ‘in-game’ or ‘out-of-game’ according to 
whether they can be implemented within the game software or not. Our results, pre-
sented here, represent a snapshot of current developer thinking, and current and 
planned practice, with regards to online community. It augments previous research 
concerning the relationship between design features, online community and customer 
loyalty, with relevance especially to new media, Internet and game-related industries. 

2   Online Communities and Videogames 

A ‘community’ can be thought of as a group of people who share informal relation-
ships that are intimate, enduring, intense, and emotional [6, 16, 19]. Communities 
form around a shared interest, need or expertise [16, 19]. 

Widespread Internet access has enabled the formation of online communities 
whose members communicate using facilities such as e-mail, newsgroups, message 
boards, and chat. An online community is often ad-hoc; its membership fluctuating as 
people come and go [6]. Members generally have loose ties with many people rather 
than strong ties with a few and can participate more comfortably without the com-
mitment, pressure, and emotional investment associated with face-to-face contact 
[18]. However, relationships can be formed online, even deep supportive relationships 
characterized by frequent, long term, intimate contact [18]. The Internet has supported 
the formation of many types of communities, including those based on business, re-
search, and leisure [9].  

Videogame vendors have taken advantage of the Internet to connect players, both 
in- and out-of-game, for the purpose of discussion and sharing resources related to 
games, and sometimes to allow geographically dispersed players to play together [8, 
12]. The way in which the Internet is utilised varies between single-player games (no 
involvement of the Internet to play the game), multi-player games (using a server to 
host non-persistent sessions), and massively multiplayer games (players connect via 
the Internet to a persistent virtual world) [8]. Although single-player games do not 
require players to be connected to the Internet to play the game, players can still bene-
fit from membership in online communities through which hints and tips are shared, 
strategies discussed, and stories, experiences and content exchanged. Online commu-
nities have flourished around Internet-enabled multiplayer games, especially mas-
sively multiplayer persistent-world games. A primary motive for playing these games 
is to be part of an online community. 

Online communities provide a number of benefits to their members, including an 
opportunity to meet like-minded people and discuss common interests. They are 
abundant in resources such as personal experience, knowledge and opinions, and give 
members the opportunity to share and gain status in their community [5]. But online 
communities based around use of a commercial product can also be valuable to the  
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4   Results 

All of the participants in our study believed that online community contributes to the 
success of games, and that the techniques they use in the design and development of a 
game can influence the formation of online community associated with the game. 

We identified a number of techniques that game developers use to promote com-
munity in and around their games. The techniques can be categorized according to a 
number of factors. The participants distinguished between those techniques that are 
implemented within the game software and those implemented externally to the game, 
and we have followed that categorization in presenting the techniques below. 
Whereas in-game techniques are likely to be considered during game design and im-
plemented by the game designers and programmers, out-of-game techniques may be 
implemented after the release of the game, and involve staff other than the developers, 
such as web administration staff and community managers, which may be employed 
by a separate company. Some of the techniques identified are in widespread use al-
ready, while others are planned for future projects. 

4.1   In-game Techniques 

Support formation of player organizations. Players often form groups within a 
particular game. In some games these groups can register as organizations or guilds 
while in others they remain informal. Membership within an organization is often 
based on a common interest, goal, play style, or friendship outside the game [10]. 
However, not all members necessarily know each other outside the game. In some 
games membership in a player organization is necessary to achieve high levels of 
play. Guilds and clans allow players to be a member of a visibly defined group, to 
socialize and relate with other players and to co-operate to achieve in-game success. 
They introduce social dynamics such as intra- and inter-group politics, hierarchies, 
rivalry, competition, loyalty, trust, and pride [10]. 

Guilds provide a structure for coordinating players. They primarily cater to dedi-
cated players, and often require commitment and responsibility from members, espe-
cially leaders, to maintain group coherence (Company B, D). They can form naturally 
if a game provides features that assist players in running the guild. Some basic fea-
tures that provide this assistance are summarized in Table 2. 

Players can be provided with a simple guild-like structure, without the responsibil-
ity of having to run it, by providing a system of ‘factions’, whereby players join the 
game as members of a race or group of NPCs. “If you are a goblin, your friends are 
the goblins - [it’s] cutting away some of the complexity while at the same time trying 
to give you the same sort of mechanism” (Company B). 

Interdependence can also be encouraged using a class/skill system that requires 
players to seek others with skills they do not possess, in order to complete game 
goals. For example, a warrior may require a healer character to survive a battle, or an 
engineer to manufacture weapons. Player interdependence can be made “a barrier to 
entry where you have to interact with a player to get anything done” (Company A). 

Reciprocal help between guild members is a powerful community builder, but 
opens the possibility for exploitation by some players (Company A). It is important to 
enforce rules in the game world concerning player interactions, such as when players 
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borrow items. “The Internet is anonymous, [and] bonds of trust are going to get 
strained quite quickly.  Hard-coded rules are a way of guaranteeing that when a player 
invests something they get a return” (Company A).  

Table 2. Summary of Basic Game Features to Assist Players with Guild Management  

Feature Purpose 
Guild Tag Display group affiliations to other guild members and other players. 
In-game comm. 
Channel 

Allow members to communicate in game with the entire guild. Used for 
chat, announcements, and co-ordination. 

Communicate 
with players 
offline 

Allow members to communicate with others who are offline, either 
through a message that they will receive when they next log on, or 
through another medium such as e-mail or SMS. 

Management 
functions 

Allow certain members to invite or promote other members, form or 
disband the guild.   

Hierarchical 
structure 

Allow players to appoint, nominate, or elect positions of leadership who 
have greater power over guild management functions. 

Guild split and 
merger 

Allow guilds to split or merge as circumstances change or conflicts 
occur (Company A). These mechanisms should allow players to preserve 
time, effort and resources invested in the group when a split or merge 
occurs 

Item borrowing Allow members to preferentially share their resources with other mem-
bers. Mechanics to enforce return of items that have been loaned should 
help promote sharing (Company A). 

Guild progres-
sion / statistics 

Allow members of the guild to keep track of the progression and vital 
statistics of the guild and members of the guild. 

Encourage competition between players. Competition encourages players to 
interact socially, develop rivalries and friendships, and “gets people talking about the 
game and communicating with other people who are playing” (Company D). 

Single-player games can facilitate competition by allowing players to upload their 
scores to a website (Company D, E). In multiplayer games, player vs. player (PvP) 
competition is often a key aspect of game play and the most common source of com-
petition between players. Although some players prefer not to participate in PvP, 
others relish it (Company B). To cater to PvP players without making the game un-
pleasant for players who do not wish to compete, it is important that PvP action hap-
pens “in a particular defined context, so that it is always opt-in, and you know the 
moment you walk across that boundary that you’re fair game” (Company A). Safe 
areas, where players are unable to engage in PvP, can also be created (Company B). 

‘Griefing’ is the exploitation of game mechanics or imbalances to harass other 
players. Rules may be necessary to ensure players behave fairly and do not ruin the 
game experience for other players. Experienced players can be deterred from killing 
new players by removing any rewards that they would receive (Company B). Depend-
ing on the kind of game, developers may choose to minimize the rules governing PvP 
because it “adds to the element of fear” in the game; newer players are not protected 
but have to fight (Company B). 
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Design effective player matching systems. Simple player matching systems can 
include ways for players to register their interests or goals (Company D), or indicate 
that they wish to collaborate, attempt a particular mission, or join a guild. This en-
ables players to search for and contact people who meet their preferred criteria. Player 
profiles can be built for more fine-detailed matching based on behavior in the game 
(Company D). An alternative to implementing these in game software is to employ a 
3rd party multiplayer client such as GameSpy, which provides player matching and 
game management services (Company D). 

Consider both casual and hardcore play styles. Casual and hardcore players have 
differing needs and goals and enjoy different aspects of a game. “The mechanics you 
use to foster community for the different types of groups are quite different” 
(Company A). “One of the challenges at the moment is coming out with massively 
multiplayer persistent game worlds that appeal to the more casual player” (Company 
C). Developers should “find ways for the more casual players and the more dedicated 
players to have a common purpose in the clan” (Company A). One way is to create 
inter-dependence between players of different styles. However hardcore and casual 
players may need distinct goals and rewards. 

Consider different types of player-to-player communication. Members of a 
community need to be able to communicate in-game. Many games provide a typed-
text channel that allows within-group chat, and private messaging between 
individuals. Channels are often based on a game context, limiting group chat for 
example to players within a particular area of the game world, or to players in a guild. 
IRC-style functionality can be provided to allow players to create their own channels, 
invite and kick specific players, password protect their channel, and moderate it. 
Although it may be desirable to be able to chat with others anywhere in the world, 
developers may choose not to allow this, as “it breaks some of the realism of the 
game” (Company B). 

Increasing uptake of broadband Internet has made voice-over-IP feasible in games. 
Voice allows players to communicate more easily and quickly and “amplifies emo-
tion” in games (Company A). However it may also reduce immersion. “The emo-
tional experiences and kind of experience you have while playing a game using voice 
to communicate with your teammates is very different from text” (Company A). 
Voice chat may also breach the comfort zone of players, “there is a layer that you 
lose”, “people are left a bit more open”, and is generally a “more aggressive and less 
welcoming environment” than text (Company D). The effectiveness and appropriate-
ness of voice communication depends on the type of game in question [3].  

Asynchronous communication methods allow players to leave messages for others 
who are not in-game at time of communication (Company A). In-game classifieds 
allow players to place notices, news, advertisements, and messages for other players 
(Company A). Providing a variety of communication methods allows “players to 
communicate at a tempo that suits them better” (Company A). 

Report on and applaud player actions. Publicizing player achievements encourages 
participation in the game and the community. Earning respect within the community 
increases a player’s sense of belonging, gives them an identity, and increases the 



120 C. Ruggles, G. Wadley, and M.R. Gibbs 

 

community’s trust in them (cf. [15]). Well-known players can become role models, 
mentors, and champions for the community. 

Systems can automatically generate news based on game events (Company A). Al-
ternatively players can be encouraged to report on each other’s actions. This news 
when collected can be the history, story, and lore of the game. In this way a player’s 
newsworthy actions have a lasting effect on the game (Company A). 

Allow players to modify the world in-game. Modifications to the game world cause 
a player’s presence to be felt by others, and encourage players to continue playing the 
game to avoid losing the effort they have invested. Quests can be implemented that on 
completion produce a change in the game story. Developers can run events and 
implement storylines that allow players to have an impact on the future of the game 
world (Company B). Players can be involved by allowing them to suggest and vote on 
game rules, allowing them to affect not only how the game world looks, but how it 
works. This alleviates developers’ work and increases player involvement.  

Allow a player’s character to participate in the game while offline. Persistent-
world gamers can suffer a “tyranny of absence” (Company A). When they are not 
logged in, they do not have a presence in the game: their characters cannot trade, 
interact, or communicate, and are not affected by in-game events. In many current 
games the player’s character simply disappears from the world, only to reappear in 
exactly the same condition and location when the player next logs in.  

Some techniques allow a player’s character to participate in the game when the 
player is not logged in. For example, an NPC can buy and sells items on the player’s 
behalf, or their character may continue to work on menial tasks such as resource gath-
ering, allowing the player to complete more interesting tasks later (Company A). 

Pervasive computing techniques can allow players to interact with the game at 
more times and locations (Company D). “Mobile phones and web interfaces [provide] 
casual, low-cost, instantaneous access to a game to provide players with ways of in-
teracting with a game when they’re not online” (Company A). 

Design the world with social spaces in mind. The layout of a game world affects 
how people interact within it [11]. “There is great value in creating social spaces that 
are meaningfully laid out to help players [socialize]” (Company A). The sociability of 
a space depends less on aesthetic design than on “where players go on a recurring 
basis with the intention of hanging around for a period of time” (Company A), for 
example places that players must visit frequently to acquire goods or missions. Casual 
conversations happen where people trade items and seek services (Company B). 

Factions can be provided with their own ‘home’ or ‘town’ area where they will en-
counter fellow faction members (Company A, B). Designers should consider travel 
routes and where players will encounter each other (Company B). However, casual 
contact is an inefficient way of finding other players and cannot be solely relied on to 
initiate community (Company A), so player matching and communication systems 
should be used as well.  

Instancing involves creating a private area of the world for a group of players to 
enter and complete a task. While it allows content to scale to the volume of players, it 
restricts player interaction. Therefore it can be “acid for that shared world experience” 
(Company A). Travel, trading, interaction with players and NPCs, and game progres-
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sion should be retained in the shared world, and instancing used for specific tasks or 
missions (Company A). Instanced space should also be “notionally real”: if a group 
enters a certain instanced area of the world, they are the only group in that area at that 
time (Company A). “We are trying to avoid the sense that 10 teams walk through a 
magic door simultaneously into their own copy of the world” (Company A). 

Encourage players to participate in community events. Players can participate in 
the online community through staged community events such as in-game meetings 
with developers, quests, battles, tournaments, or social events (Company A). 
Developers may also periodically run a mission or quest involved with the storyline, 
with associated rewards, to give players new goals and introduce competition as 
players collaborate or compete to complete the task (Company B). 

Implement trade systems and encourage a virtual economy. “Virtual economies” 
have appeared in some persistent-world games, trading goods, services, and 
currencies that are meaningful within the game [1], and this can contribute to online 
community, as players seek trading partners. Symbolic value such as graphical design 
and sentimental value has less impact on the value of an item than its utility; however 
uniqueness and rarity can play a large role (Company C). In-game trading systems 
can be implemented to facilitate a virtual economy, although at the present time, out-
of-game auction websites such as eBay have also provided an effective trading system 
(Company A). Secure trading systems can be implemented to prevent players 
‘scamming’ each other (Company B). Players can be provided with unattended 
trading so that they can place items up for sale while offline. 

4.2   Out-of-Game Techniques 

Provide an official website and forum. The game vendor or developer’s official 
website and discussion forum are the primary point of contact with players (Company 
B), and are a basic requirement of every game (Company D). Forums provide a place 
for players to discuss the game and other topics, debate the current state and future of 
the game with developers, help each other with technical problems, share game play 
hints and tips, and collaborate on content creation and other projects (Company C).  

Support and encourage fan websites. Like the official website, player-created sites 
allow players to discuss the game, relate experiences, share information, and share 
content or utilities. However players perceive an opportunity to more truly express 
themselves, especially to criticize the game, vendor or developer without fear of 
censorship.  

Fan websites are more likely to continue to be updated even after the developer has 
moved on to other projects (Company D). Forums run by the developer can become a 
magnet for complaints as the players have direct access to the developers (Company 
A), and developers cannot respond to these discussions without being “seen to beat up 
on some poor fan” (Company C). There is also an expectation that the developer will 
respond to complaints, and suggestions within a short period of time, which is often 
not viable due to the volume of messages (Company C). Forums run by fans still 
allow developers to gain feedback and information (Company D), and allows them to 
be selective about when they want to interact with the community (Company C). 
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Developers may choose to empower popular fan sites to host the majority of com-
munity discussion on their own forums. Developers can give fan websites interesting 
content (Company A) and make themselves available for interviews (Company D). 
Developers can browse fan websites to identify common suggestions to enhance the 
game (Company D), notify them of important changes, or reply to discussions. 

Ensure effective interaction between developer and players. Developers can go 
beyond simply providing a website, by employing community managers who 
encourage community associated with a game and maintain contact between 
developer and community. One interviewee held the position of online community 
manager, and another participant employed people in that role. “The biggest thing as a 
developer in these online communities is the element of trust” (Company C). In order 
to build trust, players must feel that their issues are being heard and not being ignored, 
and that the commitments made to them by the developer are being fulfilled. 
Developers must ensure that they are communicating changes being made in the game 
and what the plans are for the future to the community (Company C). 

Players can be encouraged to form groups within the community based on charac-
ter choices or collaboration in content creation (Company C). The developer can then 
communicate with a representative of the group. However, this can create a hierarchy 
within the community as leaders gain influence with the developers and have the 
power to choose which issues are raised (Company C). Players who hold an opinion 
different to the majority of players or do not fall into a definable group may feel their 
issues are not being addressed. 

Attain an early critical mass of players. Multiplayer games have little value to a 
player if few other people play. “An online game will suck if there are no other online 
players there” (Company B). It is important to create community early, before the 
release of a title, and reach a critical mass of players shortly after release (Company 
A, B). 

Building a community early depends on both game development techniques and 
traditional marketing techniques. “Forums and a decent website that can communicate 
the basis of the game are crucial” (Company A). Providing fan sites and community 
with content, and allowing them contact with the developer, fuels interest in a title 
before release. Building interest through viral marketing can be effective on the Inter-
net (Company A, B). “The single greatest resource you have for a good massively 
multiplayer game is word of mouth” (Company A). Running an open beta is a tech-
nique that can help seed an early community and gain valuable feedback from the 
players to enhance the game before release (Company B). 

Developers and publishers whose previous titles have already built an online com-
munity have a valuable resource that can be used to promote a new game. Advertising 
to existing players “goes straight to the people most likely to be interested in the 
game” (Company B). Games based around hobbies or movie licenses can take advan-
tage by marketing to existing online or offline communities (Company B, C). Run-
ning an open beta can seed an early community and give valuable feedback 
(Company B). 
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Encourage key players to become champions for the community. High-ranking 
players can be harnessed as advocates who help promote the game and nurture the 
community. Champions become leaders in the community, organizing other players, 
championing their issues, and providing feedback. “They know the game better than 
you do” (Company A). It is important to choose the right players to be community 
champions: “The people who are the noisiest people, the people who volunteer to be 
game moderators, they aren’t the people you want. The people who volunteer are 
usually volunteering for the wrong reasons. The reluctant people, who you see and are 
doing all the right things naturally … those are the ideal community people, because 
they are fair and honest about how they go about things” (Company A). 

Involve players in design and development decisions. Player feedback allows 
developers to improve a game before and after its release (Company B). Knowing that 
comments are received by developers encourages players to participate in the game’s 
online community. 

Developers may choose to focus on developing the game engine and managing the 
community, leaving creation of game content to players, through a combination of 
user feedback, content creation, and modification of the world in-game (Company C). 

Encourage and support the creation of player-generated content. Player-created 
content expands the size and re-playability of a game and allows players to express 
themselves creatively, and to collaborate and share with others. To encourage players 
to create and share content, developers can: (Company C, E) 
 

 provide tools that allow users with limited technical knowledge to easily 
create game content;  

 allow content-creators access to the development team, to resolve technical 
problems via email, the official forums, or chat session;  

 manage content creators by organizing groups to work on common projects; 
 make it easy for players to package, transmit, and install content;  
 be aware that intellectual property disputes can arise with content creators, 

resulting in ill-will, and therefore ensure that terms are communicated 
clearly; 

 encourage high-quality content by rewarding its creators with extra bene-
fits, such as access to the development team or inclusion in a commercial 
release.  

5   Discussion and Conclusion 

Community is clearly important within MMOGs, yet contributes to the success of 
single player and multi-player server-based games as well. The opportunity to play 
with and against people rather than artificial intelligence is a major motivation for all 
forms of online multiplayer gaming [17]. Online player communities also allow de-
velopers to maintain contact with existing players and to promote their games to new 
players through word of mouth and similar activities.  

All of the game developers we interviewed believed that having a successful online 
community contributes to the success of a video game. They also believed that game 
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developers can influence the formation of online communities; that is, the appearance 
and maintenance of communities is not entirely spontaneous, or dependant on factors 
beyond the developer’s control. They described a number of techniques which can be 
used to actively promote and sustain game communities. We have discussed these 
techniques and, in doing so, provided a snapshot of current thought and practice con-
cerning online game communities. Following the participants, we differentiated be-
tween in-game and out-of-game techniques. 

Our preference for face-to-face interviews restricted our population to Australian 
game developers. However the participants in this study represented a broad range of 
companies of different size, age, development platform, and type of games developed. 
They all compete in the global video game market and all have international game 
player communities associated with their products. Thus our findings should be gen-
eralizable to the global video game industry. 

The study presented in this paper was an initial foray into the issues surrounding 
the promotion of online communities associated with videogames. Given the novelty 
of this area our research was necessarily exploratory, and we have limited our investi-
gation to capturing and understanding the current practices of game developers. Now 
that a range of techniques used by developers has been identified and described, a 
study of how these techniques are operationalized, and an assessment of their effec-
tiveness, is possible. 

A fruitful avenue for future work would be to explore the connection between 
game genre and online community. Many different types of games exist, focused for 
example on violent battle, problem-solving, role-playing, story-telling, strategy, or 
socializing. Likewise many types of communities exist: they can be aggressive, wel-
coming, guarded, collaborative or competitive. Certain types of communities may be 
suited to certain types of games and not to others. The challenge for game developers 
is to use techniques that foster the kinds of communities that complement their games. 
Research examining the connection between game genre and community style can 
usefully inform these choices as well as improve our understanding of how and why 
online communities take particular forms and not others.  

While there is a growing research interest in online communities in general, there 
remains broad scope to understand online communities associated with video games, 
and how these communities can shape and influence the game development process. 
The research offered in this paper provides a starting point for further analysis of the 
role of player communities in the video game industry.   
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Abstract. Keygraph is a visualization tool for discovery of relations
among text-based data. This paper discusses a new application of Key-
Graph for discovery of player characteristics in Massively Multiplayer
Online Games (MMOGs). To achieve high visualization ability for this
application, we propose a preprocessing method that aggregates action
symbol sub-sequences of players into more informative forms. To verify
whether this aim is achieved, we conduct an experiment where human
subjects are asked to classify types of players in a simulated MMOG with
KeyGraphs using and not using the proposed preprocessing method. Ex-
perimental results confirm the effectiveness of the proposed method.

1 Introduction

The market size of Massively Multiplayer Online Games (MMOGs) continues to
experience surging growth. According to the Themis Group [1], estimated world-
wide revenues of MMOGs will rise from 1.30 Billion USD in 2004 to 4.10 Billion
USD in 2008, and to 9 Billion USD in 2014. At the same time, competitions
among MMOGs are also becoming very high. Besides acquisition of new players,
retention of current players is also very important. For player retention, tools are
needed that discover player characteristics, so that tailored contents or supports
can be provided to players. One of such tools is KeyGraph [2] that was originally
proposed for extracting keyword terms in a document. Its underlying concept
is based on a building construction metaphor. KeyGraph has been later applied
to visualizing the relations among Web pages, among products in markets, and
among earthquake faults, etc. [3].

In this paper, we apply KeyGraph to discovery of MMOG player charac-
teristics. However, typical MMOG player data consist mainly of sequences of
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Fig. 1. (a) MMOG player data from an MMOG simulator Zereal and (b) action symbol

sequences of players

action symbols (Fig. 1) that are not fit for KeyGraph. This is because an action
symbol in such sequences does not represent important concepts, but a group
of them might do, in analogy to characters and terms in a document, respec-
tively. We therefore propose a preprocessing method for iteratively aggregating
sub-sequences of consecutive action symbols into more informative forms. Exper-
imental results from simulated MMOG player data show that KeyGraph using
preprocessed MMOG player data has a higher visualization ability to distinguish
player types than KeyGraph using the original player data.

2 KeyGraph

Here rather than giving a detailed explanation of it, we briefly describe an outline
of KeyGraph. KeyGraph consists of three major components derived based on
building construction metaphor. Each component is described as follows:

Foundations – sub-graphs of highly associated and frequent terms that repre-
sent basic concepts in the data,

Roofs – terms that are highly associated with foundations,
Columns – associations between foundations and roofs that are used for ex-

tracting keywords, i.e., main concepts in the data.

In KeyGraph, associations between terms are the co-occurrence among them
in same sentences, and keywords are the terms in either foundations or roofs that
are connected to strong columns. In addition, foundations are depicted by solid
lines and their touching black nodes, columns by dotted lines, roofs excluding
those in the foundations by red nodes, and keywords by double circles.

Fig. 2 shows an example of KeyGraph1 when it is applied to the text data
taken from Section 1 of this paper. From the result, one can see that there are
two main concepts in Section 1, i.e., the concept about ”KeyGraph for MMOG
1 In this paper, we use a commercial KeyGraph tool developed by Kozo Keikaku

Engineering Inc.
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player data” from 5 keywords on the foundation, and the other about ”estimated
billion USD revenues of MMOGs” from the cluster of 3 keywords and a number
of roofs.

Fig. 2. KeyGraph applied to Section 1 of this paper

Fig. 3. Screenshot of a game world in Zereal



Aggregation of Action Symbol Sub-sequences 129

3 MMOG Simulator and Player Modeling

To obtain MMOG player data, we use Zereal [4], a Python-based multiple
agent simulation system. Figure 3 shows the screen shot of a game world in
Zereal. Zereal was designed for testing player modeling, artificial intelligence,
and data analysis techniques for MMOGs. We focus on three types of player
agents, as done in [5], i.e., Killer, InexperiencedMarkovKiller, and Experienced-
MarkovKiller, each having 9 actions listed in Table 1. Three player types have
different characteristics and different intelligence levels, as summarized in the
following descriptions; the last two use a probability matrix following a Markov
model for deciding the next action:

– Killer (K) roams among game worlds and pursues the closest player or
monster and kill them; it has no sociability and thus does not chat with
others.

– InexperiencedMarkovKiller (IMK) randomly equally attempts all pos-
sible actions in a given situation; it models a novice player.

– ExperiencedMarkovKiller (EMK) prefers particular actions over others
in a given situation and tends to attack monsters nearby; this player type
models a veteran player.

In this study, we ran 16 Zereal game worlds, 300 simulation-time cycles each.
In each game world, there were 50 player agents for each type, 50 monster agents,
and 50 items for each game object (food, potion, and key).

Figure 4 shows KeyGraphs for the three player types when action symbol
sequences of players from Zereal are not preprocessed with our method, dis-
cussed in the next section. Though their foundations are slightly different, these
KeyGraphs have the same keywords, except the KeyGraph for K that has no
keywords associated with ”talk”. As a result, it is hard to distinguish one player
type from others with these KeyGraphs.

Table 1. Summary of player agent actions in Zereal

Action Symbol Description Precondition

walk w walks from one place to another not blocked by other objects

attack a attacks other players or monsters targets available nearby

talk t talks to other players other players available nearby

pick up food f picks up food items food items available nearby

pick up potion p picks up potion items potion items available nearby

pick up key k picks up key items key items available nearby

leave the world l leaves the current world through a door has a key of the door

enter the world e enters the current world through a door has a key of the door

removed r removed from the game hit points reaches 0
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(a) (b) (c)

Fig. 4. KeyGraphs for the three player types, from left to right, (a) Killer, (b) Inex-

periencedMarkovKiller, and (c) ExperiencedMarkovKiller, when player data are not

preprocessed with the proposed method

4 Action Symbol Sub-sequence Aggregation

As shown in Fig. 1, the action symbol sequence of a player contains many repet-
itive portions. One action symbol does not represent that much information on
agent characteristics. On the contrary, we conjecture that a sub-sequence of con-
secutive action symbols, for example, ”..wwaa..aaww..” as frequently seen in K
indicates that the objective of this type of player is to look for targets to attack.
Based on this conjecture, we propose an algorithm that aggregates a frequent
sub-sequence of consecutive symbols into a more informative symbol called a
chained symbol. The proposed algorithm interactively performs aggregation of
frequent sub-sequences until they are no longer found.

The proposed algorithm below mainly consists of two parts, i.e., frequent
sub-sequence detection (Step 1-2) and frequent sub-sequence aggregation (Step
3-4). The rest of the algorithm (Step 5-6) is for formatting final results.

Step 1. Obtain n-grams2 from each sequence, and calculate the occurrence fre-
quency in all sequences of each n-gram.

Step 2. Flag all n-grams whose occurrence frequency is T times above the av-
erage.

Step 3. For each sequence, find from left to right any sub-sequence that matches
with one of the flagged n-grams, and aggregate that sub-sequence into a new
symbol called a chained symbol.

Step 4. Count a chained symbol as one symbol in n-grams and repeat Step 1
to Step 3 until there are no n-grams to flag.

Step 5. For each chained symbol in a sequence, replace a portion having con-
secutive identical action symbols by the capital letter of that action symbol.

2 An n-gram is an n-long sub-sequence of consecutive symbols. It is called a bi-gram
if n = 2.
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Step 6. For each sequence, put spaces between chained symbols and remaining
action symbols.

The example below shows the result from the above algorithm with n = 2
and T = 2, for the action symbol sequences:

sequence #1 -- wwwwwwwwwwawwpwwa
sequence #2 -- wawwwwwwwwfwpwwa
sequence #3 -- wwaawwawwwwwwaww

At Step 1, the following bi-grams and their occurrence frequencies are ob-
tained.

ww:27, wa:7, aw:5, wp:2, pw:2, wf:1, fw:1, aa:1

At Step 2, since the average occurrence frequency is 5.75, only the bi-gram
ww, the occurrence frequency of which is above 2 times of the average, is flagged.

At Step 3, the resulting sequences are as follows:

sequence #1 -- [ww][ww][ww][ww][ww]a[ww]p[ww]a
sequence #2 -- wa[ww][ww][ww][ww]fwp[ww]a
sequence #3 -- [ww]aa[ww]a[ww][ww][ww]a[ww]

where and henceforth a chained symbol is surrounded by brackets for the sake
of illustration.

Step 1 at the next iteration gives the following bi-grams and their occurrence
frequencies.

[ww][ww]:9, [ww]a:6, a[ww]:5, p[ww]:2, [ww]p:1,
wa:1, [ww]f:1, fw:1, wp:1, aa:1

At Step 2, since the average occurrence frequency is 2.8, the two bi-grams
[ww][ww] and [ww]a, the occurrence frequency of which is above 2 times of the
average, are flagged.

At Step 3, the resulting sequences are as follows:

sequence #1 -- [wwww][wwww][wwa][ww]p[wwa]
sequence #2 -- wa[wwww][wwww]fwp[wwa]
sequence #3 -- [wwa]a[wwa][wwww][wwa][ww]

Since there are no bi-grams for being flagged at the next iteration, the algo-
rithm goes to Step 5.

At Step 5, the resulting sequences are as follows.

sequence #1 -- [W][W][Wa][W]p[Wa]
sequence #2 -- wa[W][W]fwp[Wa]
sequence #3 -- [Wa]a[Wa][W][Wa][W]

At Step 6, the following sequences are obtained.

sequence #1 -- [W] [W] [Wa] [W] p [Wa]
sequence #2 -- w a [W] [W] f w p [Wa]
sequence #3 -- [Wa] a [Wa] [W] [Wa] [W]
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5 Experimental Results

We set n and T to 2 and 10, respectively, for the proposed algorithm.

5.1 KeyGraphs for Player Data Preprocessed with the Proposed
Method

Figures 5(a), 5(b), and 5(c) show KeyGraphs for K, IMK, and EMK, respec-
tively, when action symbol sequences of players are preprocessed with the pro-
posed method. Each KeyGraph represents well the characteristics of the corre-
sponding player type. They are summarized as follows:

Fig. 5(a): It is the only KeyGraph that has keywords associated with ”attack”
on the foundation. In addition, it has no nodes associated with ”talk”. Apart
from the foundation, there is a cluster of keywords associated with ”leave
the world”, ”enter the world”, and ”pick up key”.

Fig. 5(b): Its foundation is formed by keywords associated with ”walk” and
”talk”. Apart from the foundation, there is a cluster of keywords associated
with ”attack” and ”walk” in the right top corner. Other keywords outside of
the foundation do not form clusters among themselves, showing randomness
in selection of actions.

Fig. 5(c): Compared with the above two KeyGraphs, there are more clusters
of keywords here. This implies that they are patterns in selection of actions.
Such clusters are a cluster associated with ”pick up potion” and ”walk” in
the left bottom corner, a cluster associated with ”pick up food” and ”walk”
in the left middle part, and a cluster associated with ”attack” and ”walk”
in the right middle part.

5.2 Player-Type Classification by Human Subjects

Since KeyGraph is a visualization tool, we conducted an experiment to see
whether human subjects can classify resulting KeyGraphs correctly according
to player types when the proposed preprocessing method was and was not used.
First, we had 10 subject read Section 2 and Section 3, with the last paragraph
(on Fig. 4) being excluded, of this paper. This was done in order to provide them
the necessary information on KeyGraph and player types. Then, each subject
was shown in a random order the group of KeyGraphs in Fig. 4 and the group
of KeyGraphs in Fig. 5. For each group, each KeyGraph was also shown in a
random order to the subject. Finally, they were asked to label the player type
of each KeyGraph in a given group.

Tables 2 and 3 show the classification results not using and using the proposed
method, respectively. The classification rate of the latter is higher than that
of the former for IMK and EMK. For K, they have the same classification
rate, as expected since most subjects should easily detect non-presence of nodes
associated with ”talk”.
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(a)

(b)

(c)

Fig. 5. KeyGraphs for the three player types, from top to bottom, (a) Killer, (b)

InexperiencedMarkovKiller, and (c) ExperiencedMarkovKiller, when player data are

preprocessed with the proposed method
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Table 2. Player-type classification results by human subjects for KeyGraphs in Fig. 4

Answers\Types K IMK EMK

K 9 0 0

IMK 0 3 3

EMK 0 3 3

Not Sure 1 4 4

Classification Rate 0.9 0.3 0.3

Table 3. Player-type classification results by human subjects for KeyGraphs in Fig. 5

Answers\Types K IMK EMK

K 9 1 0

IMK 0 7 3

EMK 1 2 7

Not Sure 0 0 0

Classification Rate 0.9 0.7 0.7

6 Conclusions

We have shown in this paper that KeyGraph is a powerful tool for discovery
of the player characteristics of K, IMK, EMK in Zereal, provided that player
data are preprocessed with the proposed method. Example applications for real
MMOGs include discovery of the characteristics of players who belong to a same
social group (guild), who have a same level, who get bored soon after starting the
game, etc.; once such characteristics are discovered, better communication tools
or proper levels of game difficulties can be provided to corresponding players.
After incorporation of DNA analyzing techniques, we plan to test our approach
with real data from an edutainment online game called The ICE [6], under
development at the authors’ laboratory, to be released soon to students of our
university.

References

1. Alexander, K., Bartle, R., Castronova, E., Costikyan, G., Hayter, J., Kurz, T.,
Manachi, D., Smith, J.: The Themis Report on Online Gaming 2004. www.themis-
group.com/reports.phtml (2004)

2. Ohsawa, Y., Benson, N.E., Yachida, M.: KeyGraph: automatic indexing by co-
occurrence graph based on building construction metaphor. Proc. Advanced Digital
Library Conference (IEEE ADL’98) (1998) 12-18

3. Ohsawa, Y., McBurney, P. (eds.): Chance Discovery - Foundation and Its Applica-
tions. Springer Verlag (2003)

4. Tveit, A., Rein, O., Jorgen, V.I., Matskin, M.: Scalable Agent-Based Simulation of
Players in Massively Multiplayer Online Games. Proc. the 8th Scandinavian Con-
ference on Artificial Intelligence (SCAI2003), Bergen, Norway, (2003)



Aggregation of Action Symbol Sub-sequences 135

5. Matsumoto, Y., Thawonmas, R.: MMOG Player Classification Using Hidden Markov
Models. In: Rauterberg, M. (ed.): Lecture Notes in Computer Science, vol. 3166, 429-
434 (Third International Conference on Entertainment Computing (ICEC 2004),
Eindhoven, The Netherlands, Sep. 2004)

6. Thawonmas, R., Yagome, T.: Application of the Artificial Society Approach to Mul-
tiplayer Online Games: A Case Study on Effects of a Robot Rental Mechanism. Proc.
of the 3rd International Conference on Application and Development of Computer
Games (ADCOG 2004), HKSAR, 12-17 (2004)



 

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 136 – 147, 2005. 
© IFIP International Federation for Information Processing 2005 

Agreeing to Disagree – Pre-game Interaction and the 
Issue of Community 

Jonas Heide Smith  

Dept. of Digital Aesthetics and Communication, IT University of Copenhagen, 
Rued Langgaards Vej 7, 2300 Copenhagen S, Denmark 

smith@itu.dk 

Abstract. Playing online multiplayer games entails matching oneself with other 
players. To do so, players must typically employ various types of 
communication tools that are part of the game or of game-external matching 
services. But despite the centrality of these tools they receive little attention in 
discussions of game design and game HCI. This paper seeks to rectify this 
situation by presenting an in-depth analysis of two pre-game interaction 
systems which represent influential approaches. Whereas one of these games 
allows for high player control and thus inspires negotiation, the other allows 
player communication mainly to help players pass time between matches. The 
two approaches are discussed in the light of HCI researcher Jenny Preece’s 
concept of “sociability” and zoologist Amotz Zahavi’s demonstration of criteria 
for “honest signalling”. The paper concludes with a discussion of the trade-off 
facing game designers between efficiency and community-supporting social 
interaction. 

1   Introduction 

Finding allies and opponents for multiplayer online games is central to enjoying the 
game experience. The players found must be of appropriate skill level [6] and 
depending on the game, the player may also be concerned with the moral fibre of 
opponents; i.e. he or she may wish to avoid “cheaters”, “grief players” and other types 
of saboteurs [14, 16]. 

This underlines the importance of pre-game player matching systems and makes it 
unfortunate that these systems have received little attention in the literature on game 
design and game HCI. By analyzing two highly different approaches to player 
matching this paper seeks to illustrate the consequences of design choices determining 
the ways in which players can interact prior to the actual game.  

The first game analyzed is the real-time strategy game Age of Empires II – The Age 
of Kings (Ensemble Studios, 1999; see Fig. 1). Here, one player sets up a game, 
inviting others to join and determining settings which may be changed until the actual 
game starts. This makes room for negotiation and also paves the way for potential 
cheating which may in turn increase suspicion among the other players. On the other 
hand, this approach also invites considerable communication affording some sense of 
community among the players. 

The other game analyzed is the small-scale racing game Turbo Sliders (Jollygood 
Games, 2004; see Fig. 2). As is increasingly common with online action games little 
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decision space is left to the players themselves as settings are determined on the game 
server level. This approach has multiple advantages in terms of establishing “swift 
trust” [8] between players but also creates a mostly functionalistic social space where 
inter-player communication is highly limited.  

 

 

Fig. 1. Age of Empires II is a traditional war-
oriented real-time-strategy game in which 
players vie for control over the game map 

Fig. 2. Turbo Sliders is a top-down racing 
game where 2-16 players compete to finish a 
given number of laps first 

These two games are chosen for analysis since their approaches arguably constitute 
two very different sets of opinions regarding the importance of community and the 
issue of trust in online gaming. While not representative of the entire population of 
online games they are positioned at each end of a spectrum. 

In order to inform this game design sub-discipline and to illuminate links between 
game studies and other fully established fields, the analyses are discussed in the light 
of HCI researcher Jenny Preece’s work on “sociability” [10] and zoologist Amotz 
Zahavi’s theory of honest signalling [18, 19].  

The analyses follow a brief discussion of related work and a general introduction to 
the functions of pre-game interaction. After the analyses, the paper briefly discusses 
opportunities for further research. 

2   Related Work 

Computer-supported communities not directly game-oriented have been examined 
under the lens of collective action theory, a school of thought interested in the 
obstacles faced by groups whose individual members are torn between personal and 
collective goals [9]. Most directly, Kollock and Smith have studied USENET 
interaction from this perspective [5] and later commented upon other types of 
computer-mediated communication (CMC) [17] arguing that the principles emerging 
from the works of political scientists could be used to shape online social interaction. 
In a similar vein, Judith S. Donath, borrowing theoretical framework from Amots 
Zahavi whom I’ll return to later, has described how CMC design features relate to 
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trust as they make deception and subterfuge more or less likely [2]. However, these 
analytical tools have not (or have only indirectly) been brought to bear on games.  

As regards games more directly, the observation that games often display novel 
approaches to interface design has sparked some interest within HCI circles over the 
years [3, 7, 11]1. Such analyses, however, tend to focus on efficiency in terms of task-
completion rather than how design influences social dynamics or the broader 
relationship between players. These latter questions have only been dealt with 
sporadically [4, 15].  

In essence, game studies have yet to seriously consider games in the light of social 
dimensions not directly related to the actual in-game player status (fully competitive, 
semi-cooperative etc.) particularly for game types other than massively multiplayer 
games. Such attention would enable designers to make more informed choices about 
the tools made available to players for communication and for finding others to  
play with. 

3   Pre-game Interaction 

It is common to conceptualize games as competitive structures2. While not technically 
wrong, such a definition downplays the fact that multiplayer games rely on a form of 
social contract between players who must not only agree to disagree but also agree on 
how this disagreement should be played out. This is perhaps most obvious in analogue 
games. Monopoly players must not only agree to actually play the game (at the same 
time, in the same room etc.) but must also agree on an interpretation of the written 
game rules, negotiate house rules and manage to deal with rules that are implicit [13]. 
They are assisted in this process by the multi-modal nature of face-to-face 
communication.  

Largely the same goes for offline multiplayer games (LAN or console-based) 
although here the core rules are processed by a computer rather than by the players. In 
online gaming, however, players must largely make due with the tools supplied by the 
designers3. These tools may vary greatly and their exact functions depend on the 
concrete game. Nevertheless, they share a number of common functions briefly 
described below. The relative importance of each function depends on the actual 
game setup – in general their importance correlate with the time requirement of the 
game (the player may care less if a single game requires a minimal time investment), 
the importance attached to winning or losing (matching skill levels attains high 
importance in games which save scores, for instance), and the perceived possibilities 
for in-game cheating etc. 

                                                           
1 For a brief review, see Jørgensen, A.H., Marrying HCI/Usability and computer games: a 

preliminary look. in Proceedings of the third Nordic conference on Human-computer 
interaction, (Tampere, 2004), ACM Press. 

2 See for instance the definitions analysed by Salen and Zimmerman in their Rules of Play 
(p71-83). 

3 Some players make use of third-party CMC tools while playing but these will not concern us 
here.  
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3.1   Matching 

Players must find allies and/or opponents, and generally look for others who match 
their own skill level. Some systems provide players with data on the prowess of others 
to let them choose for themselves, while other games offer more automated matching 
(see Fig. 3 and Fig. 4). 

 

 

Fig. 3. A Chess player at Zone.com  matches 
him- or herself with other players manually 
based on their scores 

Fig. 4. Age of Mythology (Ensemble Studios, 
2002) players may choose to have the game 
automatically set them up against suitable 
opponents 

In order to increase the universe of suitable opponents many systems calculate 
points as a function of the difference between the skill levels of the players. Thus, a 
highly experienced player may receive but a small number of points for defeating a 
newcomer while the newcomer may be extravagantly rewarded should he or she 
defeat the far more experienced opponent. 

3.2   Negotiation of Settings 

Players look for games with settings matching their preferences. Different games 
offer different ranges of settings from particular victory conditions to team options, 
map types, game length etc. Settings are typically adjustable by the player hosting the 
game or by server administrators. In the former case players may demand that certain 
options be changed (map size, for instance) and depending on the host player’s 
eagerness to get started he or she may or may not comply with such 
requests/demands. When playing on game servers outside individual player control 
changing settings may require contacting the server admin (if he or she is not active in 
the actual game) or rallying support from the community to vote for a permanent 
change of settings. The latter is a common procedure in first-person-shooter 
communities concentrated around particular servers. 



140 J.H. Smith 

 

3.3   Negotiation of “House Rules” 

As noted above, computers do not eliminate the need to settle for certain “soft” rules. 
Generally, the more complex the game, the more soft rules are needed. In the first-
person-shooter Battlefield 1942 (Digital Illusions CE AB, 2002) players usually 
consider certain tactics (such as attacking the enemy home base in certain ways) very 
bad style or even grounds for banishment [16]. Similarly, abuse of in-game 
communication channels is almost always frowned upon even if such behaviour is 
arguably made possible by the game code (and thus could be construed as a  
game tactic). 

3.4   Evaluating Opponent Attitude 

If stakes are high, either in terms of rating system or in terms of time invested in a 
single game, players may be interested in other players’ sense of responsibility. In 
rated games having one’s allies suddenly drop from the server may mean a loss of 
points and in more casual but still lengthy games having someone (either ally or 
opponent) drop may spoil the fun rendering the game outcome moot. Thus, pre-game 
interaction may allow players to gauge whether others are worth spending time with 
or whether it would be more prudent to seek out alternative players. 

3.5   Other Functions 

Finally, pre-game interaction may serve much more indirect, even unplanned, 
functions. Firstly, chat may itself entertain as players strike up conversations, tell 
jokes or discuss the game. But it may also give the player a sense of social presence 
not achievable through systems which do not enable players to communicate. Thus, 
while negotiating settings etc. may be time-consuming and technically inefficient it 
may also be a catalyst for the formation of community and a sense of sociability 
within the game space. We shall return to this design trade-off after the game analyses 
below. 

4   Two Approaches: Game Analyses 

As mentioned Age of Empires II and Turbo Sliders represent remarkably different 
approaches to pre-game interaction. Below the two systems will be analysed primarily 
in terms of their structure and flow, after which the observations will be discussed in a 
theoretical framework. 

4.1   Letting Players Speak: Age of Empires II 

The real-time-strategy game Age of Empires II - The Age of Kings (AOK henceforth) 
is supported by the web-based Zone.com, a Microsoft-owned gaming portal. Here 
players create accounts through which their team affiliation and results are stored and 
to a large degree shared with other players (see Fig. 5 and Fig. 6). 
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Fig. 5. “Info” page of a Zone.com player 
profile  

Fig. 6. “Ratings” page of a Zone.com 
player profile 

Thus, by accessing another player’s profile with a thorough understanding of the 
rating system one may get a reasonably accurate idea of that player’s skill level.  

Upon logging in, players are presented with an overview of current game “rooms” 
some of which have different victory conditions (see Fig. 7). Upon entering a room, 
the player gains access to the room chat channel and may join one of the existing 
“games” or choose to host a new one of his or her own (see Fig. 8). 

 

Fig. 7. The player chooses 
between available rooms 

Fig. 8. The player is then 
presented with a list of actual 
games and a general chat 
channel 

Fig. 9. Upon choosing a game 
the player is presented with 
information on game settings, 
other players and with a game 
chat channel 

The general chat channel is typically used for aggressively advertising individual 
games rather than for dialogue. 

Meanwhile, once inside a “game” (see Fig. 9), discussion generally becomes more 
focused revolving around game settings or suggestions for “soft” rules not imposable 
through the settings [15]. For instance, a player may suggest that certain in-game 
strategies such as very early attacks should not be used.  
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Interestingly, at this point the game host may still choose to leave certain settings 
unsettled. This may be done in order to more easily attract players to the game but it 
may also have the consequence that those players who do enter will turn out to have 
incompatible game preferences. When enough players have entered the game the host 
chooses to launch the game. This leads to yet another setup screen, the final one 
before the actual game (see Fig. 10). 

 

 

Fig. 10. The final setup screen. Settings not previously settled upon must now be set. 

Again, players are given a chat channel and thus the chance to discuss the final 
game settings. Typically, once things have progressed this far discussions will not 
centre on basic issues like victory conditions but revolve around map type or size and 
team setup. Once players have progressed to this point they will often have spent 
considerable time searching for a suitable game and most are reluctant to leave even if 
game settings do not turn out to match their preferences entirely. 

Over all, it is clear that actually starting up an AOK game requires considerable 
patience and effort4. From a functionalistic point of view the process is less than 
efficient. Thus, we might assume that online AOK play is less than attractive. It may 
surprise us, in this light, to observe how online play remains popular even today, more 
than four years after the game’s release (although most now play with the game 
expansion Conquerors from 2000).  The number of players online rarely drops below 
1000 and one of the game’s most popular web forums (at http://aok.heavengames.com/) 
still sees considerable activity and has received a total of well over 400.000 posts. 
Although surely this must partly be attributed to the qualities of the game it also 
suggests that while technically quite inefficient, the pre-game interaction system has 
other qualities. We’ll return to this point after examining the very different approach 
used by Turbo Sliders. 

                                                           
4 Add to the processes described above the considerable technical difficulties encountered in 

many sessions, revolving around router port settings, firewalls and incompatible versions of 
the game. 
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4.2   Hard-Coded Interaction: Turbo Sliders 

The low-budget, and quite technologically modest, top-down racing game Turbo 
Sliders is usually played on one of around 15 publicly available game servers5. The 
servers are not under player control and hence settings are not up to debate. From a 
central list the player is informed of server settings, player population etc. and 
chooses which one to access (see Fig. 11). Since the game depends on fast reflexes 
and motor skill, server latency will clearly be of importance (second column on 
Fig. 11). Next, players will generally look for populated servers and avoid those with 
no other players (fourth column). Column seven and eight shows whether cars can 
collide on the track (“Gho”=no means that cars are not ghosted; that they can collide) 
and whether “Pro rules” are activated on the server.  

The Pro rules are a somewhat controversial feature introduced to combat certain 
playing styles thought to be detrimental to the enjoyment of other players. Before this 
feature was introduced, some players would find it entertaining to drive in the non-
intended direction to ram into other players who would then be seriously 
disadvantaged. However, the new feature could not simply disable such behaviour as 
one must sometimes backtrack to get free of obstacles etc. Thus, instead the new rules 
punish players who collide with another player who is too far ahead (on the 
assumption that this difference is a sign of someone not really trying to compete). 
This approach, however, has some unfortunate consequences as being far behind 
another car can also be a sign of inexperience, in which case the superior player may 
use the Pro rules as a weapon.  

Fig. 11. The server list (selective enlargement) Fig. 12. Chat room where players 
wait between races 

The implementation of the Pro rules is an example of an approach which seeks to 
avoid anti-social play through code.  

As players join a server they can usually enter the ongoing cup even if arriving 
between races. As players on a server wait for the next race to begin (a process fully 

                                                           
5 Players may also run their own servers but this is rarely done. At least such servers are rarely 

accessible through the central server list. 
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controlled by the server) they are offered a chat channel. This channel is quite often 
used for brief spouts of small-talk and frequently carries offensive comments directed 
at named players.  

Generally, actually getting to play Turbo Sliders online is a simple and fast 
process. Compared to the choices and multiple screens facing AOK player the Turbo 
Sliders system is far more efficient. However, the gaming experience is also quite 
different in another sense as one’s interaction with the other players is extremely 
limited. Now, obviously this is partly a function of the gameplay. In general action 
gameplay does not allow for much in-game communication as this would not be 
compatible with trying to win the game. But it is also obvious that recent action 
games tend to prioritize ease of access and to downplay pre-game interaction if that is 
even made possible by the game designers. Popular games like Counter-Strike (Valve, 
2000) and Battlefield 1942 for instance, use a setup quite similar to that of Turbo 
Sliders. 

The limited pre-game interaction caters to a certain, rather functionalistic style of 
play. If getting to the actual game is considered the prime task facing players then this 
highly automated approach will surely do best from a usability perspective. However, 
making players interact may carry with it different advantages. 

5   Pre-game Interaction, Community and Trust 

In the following, I will argue that while the Turbo Sliders approach solves many of 
the problems inherent in the AoK approach, it does so at the expense of the social 
atmosphere of the gamespace. While the Turbo Sliders system is high on trust, it is 
low on sociability, which suggests that lessons learned from game-spaces that are 
more open may not be unproblematic and that the issue should be given more careful 
consideration. 

One reason why game designers may be tempted to eliminate pre-game 
communication is the problem of distrust between players.  

The AoK approach clearly leaves room for strategic communication and downright 
subterfuge. This structural property is likely to affect a player’s perception of 
statements (or actions) made by others. In terms of signalling, statements from AoK 
players are generally not trustworthy as players have few options to actually back up 
their claims. For instance, claiming to be a responsible player (e.g. one who does not 
suddenly leave his keyboard), claiming that one’s custom made map is fair etc. may 
be met with scepticism as the system does not grant the player ways to support his or 
her claims [15]. 

More formally, zoologist Amots Zahavi has distinguished between conventional 
signals and assessment signals [19]. The former are mere statements (e.g. “I am 
honest”), while the latter are statements, in a broad sense, which prove themselves 
(e.g. spending large amounts of money as a signal of wealth). Sending trustworthy 
signals generally involves some cost or handicap (in terms of energy expended, time 
used, money spent etc.) since an uncostly signal is one that anyone can send. A 
common way to send such trustworthy signals is by actually limiting one’s options, 
for instance by having a mutually trusted third party (such as a bank) actually carry 
out an exchange. Another is to place oneself in a situation where breaking a promise 
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would bring down a punishment on one’s head (as when two parties sign a legally 
binding contract). Within the structure of the AoK pre-game system it is quite difficult 
to incur such a cost even if one is quite willing. To a large degree statements within 
this system cannot be backed up by clear evidence. 

The opposite is true in the Turbo Sliders system. Here, the very process of logging 
on to a server can be described as an assessment signal about one’s intended 
behaviour. Logging on to a server where all settings are essentially hard-wired means 
limiting one’s options almost entirely and there will be little reason for players to be 
wary of each other as one person’s actions do not seriously affect the other people’s 
game outcomes6.  

But while trust is important in online play, we may also consider the issue in terms 
of community. Now, initially one might be tempted to think that players go online to 
play and not to talk but in fact a large majority of online gamers find 
communication/chat with other players to be an appealing part of online gaming [14]. 
And given the fact that at least some players presumably go online to play (while they 
could also have chosen single-player entertainment in the comfort of their homes) 
because of the social nature of the former experience, the characteristics of the social 
experience arguably become important. Put differently, the notion of “sociability” 
becomes relevant. Sociability, according to Jenny Preece [12], is the way in which a 
multi-user software product supports favourable social interaction – particularly such 
interaction as inspires the formation of community. As Preece has noted, designing 
for sociability is often quite different from designing for usability: 

 
“… many communities have joining requirements. Though still open to 
everyone, having to register, provide a login name and password, and then wait 
several hours or days for acceptance does deter less-serious and unscrupulous 
people from casually dropping into the community.” [12] 

 
While this process is clearly quite difficult and inefficient in terms of task-

completion it may have community-beneficent side-effects. While one may design a 
highly efficient pre-game process it should be emphasised that stripping away 
requirements or possibilities for inter-player communication is not only a solution to a 
problem but also a trade-off between improvement on the functional level and 
possible negative effects on the social level. 

In this light, it becomes interesting that AoK developers Ensemble Studios chose an 
approach quite similar to that of Turbo Sliders for their subsequent title Age of 
Mythology (see Fig. 4). This indicates an attempt to avoid the social problems 
accompanying the earlier system, but it is thought-provoking that this was achieved 
by eliminating the possibility, and certainly the need, for communication altogether.  

For future designers of pre-game interaction systems it may be worthwhile 
attending to the possibility of combining the virtues of these two approaches; to 
support both trust and sociability. As I have argued elsewhere [15] there is nothing 
inherently impossible in raising the level of trust in a gamespace reliant on player 
communication.  

                                                           
6 This is a slightly idealized description as the earlier description of the Pro rules indicates. 
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6   Discussion and Suggestions for Further Research 

In 1996 Judith Donath argued that 
 

“…the future success of virtual communities depends on how well the tools for 
social interaction are designed. If they are poorly designed, the on-line world 
may feel like a vast concrete corporate plaza, with a few sterile benches… If the 
tools are well designed, the on-line world will not only be inhabited, but will be 
able to support a wide range of interactions and relationships, from close 
collaboration to casual people watching.” [1] 

 
Since then great strides have been taken in the design of social software and in 

research within Computer-Supported Cooperative Work. But with the possible 
exception of MMORPGs it is not obvious that this development has fully benefited 
the design of multi-player games.  

Clearly, the two games discussed above differ on a host of variables other than 
those of the matching systems. Hence, it is not reasonable to compare the popularity 
of the two games to determine which approach appeals more to players in general. 
Nevertheless, although the initial observations made above are theoretically founded, 
it is important that the actual behavioural effects of various approaches to pre-game 
interaction be studied empirically in future work. Due to the vast number of variables 
which potentially influences player behaviour (genre preferences, expectations of the 
concrete title, online gaming experience, input devices, time since game launch etc.) 
such studies would most likely have to combine quantitative and qualitative 
methodological approaches. By doing so, such research would shed light on a much 
under-appreciated aspect of online game design and would help pave the way for the 
sharing of experience between the areas of game design and the design of social 
software more broadly. 

Furthermore, the value placed on social interaction in gamespaces should be 
further investigated. It is important to examine how players value different types of 
interaction outside the core game and equally interesting to discover how much 
players agree on the relative importance of communication and core-game activities. 
It might well be the case that player preferences differ greatly on this issue which 
would make the design challenge one of catering to very different interaction styles. 

7   Conclusions 

This paper has argued that player interaction outside the core game is too important to 
be ignored by those involved in designing games. Pre-game interaction has a number 
of crucial functions, but while many of these can be automated in a way that makes 
the interaction flow much more streamlined such streamlining does not come without 
sacrifice in the form of diminished communication and sense of community. 

This has been illustrated by an analysis of two radically different approaches to 
pre-game interaction. Whereas one invited problems related to trust the other is 
merely a pseudo-solution to this problem as it represents the stripping away of almost 
all non-game interaction between players, interaction which we know to be appealing 
to many players. 
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The design of many modern games seems to suggest that game designers concern 
themselves mainly about classical usability in a very limited sense. Since players also 
come online to interact with others, and indeed to have a social experience, such a 
narrow focus may have unfortunate consequences. 
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Abstract. In this paper, we focus on relations between comments on
Tree-style Bulletin Board Services (BBSs), and propose a method for
discovering keywords by measuring influence rates thereon. Our method
is based on an extended model of Influence Diffusion Model (IDM) pro-
posed by N. Matsumura et al. in 2002, where they discussed the influence
diffusion of a term in a comment to all succeeding comments that include
that term and reply to that comment. Here we additionally consider
the influence diffusion of a term over comments that include that term
and all reply to a same comment, as well as the influence diffusion of a
term over nearby comments that include that term, regardless of their
reply relation. Evaluation results using Tree-style BBS data related to
Massively Multiplayer Online Games (MMOGs) show that the proposed
method has higher precision and recall rates than IDM and a classical
method based on term frequencies. As a result, keywords discovered by
the proposed method can be effectively used by MMOG publishers for
incorporating users’ needs into game contents.

Keywords: Keyword Discovery, Tree-style BBSs, Comments, MMOGs.

1 Introduction

Online contents such as Bulletin Board Services (BBSs) have recently gained a
lot of attention as new tools for market analysis [1]. In Massively Multiplayer
Online Games (MMOGs), their contents must be accordingly updated after the
first release in order to retain users [2]. It is therefore important to grasp user
demands, and for this task BBSs outside of the game are a good candidate. With
the increasing number of documents in such BBSs, automatically discovering
keywords is a very challenging and important issue.

We focus on relations between comments on Tree-style BBSs, where the re-
ply relation of comments (who replies to whom) is clear. For keyword discovery
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on such BBSs, we extend Influence Diffusion Model (IDM) [3], [4] and propose
our method based on it. The main concept behind our method is that an influ-
ential term in a comment should be also used in succeeding comments. In our
method, three types of influence diffusion of a term over comments that include
that term are considered, namely, the influence diffusion from a comment to all
succeeding comments that reply to that comment (originally discussed in IDM),
the influence diffusion over comments that all reply to a same comment, and
the influence diffusion over nearby comments, regardless of their reply relation.
In our case study using Tree-style BBS data related to MMOGs, the proposed
method, IDM, and a classical method based on term frequencies are compared.
Thereby the superiority of the proposed method over the others is confirmed in
terms of both the precision rate and the recall rate.

2 Measuring of Influence Rates

In this section, we describe the definition of comment relations and our algorithm
for measuring influence rates. On BBSs, communication is done by exchanging
comments, via posting a new comment and its reply comments. The influence
of a term is diffused from a comment in which the term resides to succeeding
comments that include also that term.

2.1 Comment Relations

We consider that there are three types of comment relations, via which the
influence of a term is diffused over comments that include also that term, as
follows:

Comment Chain. (Fig. 1(a)) that shows the influence diffusion of a term from
a comment, say comment X, to all succeeding comments that reply to com-
ment X;

Parallel Chain. (Fig. 1(b)) that shows the influence diffusion of a term from
a comment that replies to a preceding comment, say comment Y, to all
succeeding comments that also reply to comment Y; where terms residing
in Comment Chain are excluded from consideration;

Cross Chain. (Fig. 1(c)) that shows the influence diffusion of a term from
a comment, say comment Z, to up to its α succeeding comments; where
terms residing in either Comment Chain or Parallel Chain are excluded from
consideration;

where in Fig. 1 comment numbers indicate the order where the comments are
posted.

2.2 The Proposed Algorithm

Treating each term equally, we define the influence rate of term t on comment k
as follows:

it,k =
1

|wc,k| + |wp,k| + |wx,k| , (1)
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(a)

(b)

(c)

Fig. 1. Examples of (a) Comment Chain, (b) Parallel Chain, and (c) Cross Chain

where wc,k, wp,k, and wx,k are the set of terms whose influence on comment k
is via Comment Chain, Parallel Chain, and Cross Chain, respectively.

In practice, the above three chain types should have different effects in cal-
culation of influences. Our heuristic is as follows:

Effect of Comment Chain ≥ Effect of Parallel Chain ≥ Effect of Cross Chain

We further analyzed a targeted BBS in our case study discussed in Section 3
and found that in a given comment, the number of terms whose influence is
via a particular chain type basically fits the relation in the above heuristic. We
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therefore define the influence rate of term t on comment k via Comment Chain,
Parallel Chain, and Cross Chain, respectively, as follows:

ic,t,k = it,k · |wc,k|
|wc,k| + |wp,k| + |wx,k| (2)

ip,t,k = it,k · |wp,k|
|wc,k| + |wp,k| + |wx,k| (3)

ix,t,k = it,k · |wx,k|
|wc,k| + |wp,k| + |wx,k| (4)

Due to the definition of each chain type, the influence of a term on a given
comment is via either of the three chain types. As a result, the total influence
rate of term k diffused from comment 1 to comment n can be given below as:

It,n =
n∑

k=1

jt,k, (5)

where jt,k is defined as

jt,k =

⎧⎪⎨
⎪⎩

ic,t,k if via Comment Chain
ip,t,k if via Parallel Chain
ix,t,k if via Cross Chain

(6)

Now we are ready to give the algorithm for measuring influence rates. Our
algorithm is as follows:

1. Decide the first comment and the last comment for measuring influence rates
in a given BBS, and then move to the first comment

2. Move to the next succeeding comment
3. Select all terms in the current comment whose influence is via Comment

Chain
4. Select all remaining terms in the current comment whose influence is via

Parallel Chain
5. Select all remaining terms the current comment whose influence is via Cross

Chain
6. Calculate the influence rate of each selected term using (5)
7. Repeat 2 to 6 if the current comment is not the last one.

3 Case Study

We analyzed 1697 comments in Japanese that were posted on Yahoo!BBS [5]
(Fig. 2) during June 22, 2002 and August 15, 2004. The main topic of this BBS
is on MMOG systems, especially on new ideas and dissatisfactions of users. From
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Fig. 2. Yahoo!BBS used in our case study

these comments, 4906 terms (only nouns) were extracted. We compare the result
of the proposed method with that of IDM and that of a classical method using
Term Frequencies (TF)1.

3.1 Influential Terms

The top 10 influential terms from each method, with α = 2 for our method, are
listed in Table 1.

3.2 Precision and Recall Rates

We asked 10 human subjects, 5 veteran players playing MMOGs more than
100 hours monthly and 5 novice players playing less, to thoroughly read all
comments. We then separated the subjects into two groups, i.e., a group of the
veteran players and a group of the novice players. For each group, its members
were asked to individually select 100 important terms, and the terms selected
in common by all members were considered influential terms of that group. By
this, 6 influential terms were decided by the former group, and 5 influential terms
by the latter group. Because there was one influential term decided in common
1 In TF, terms are simply ranked according to their occurrence frequency in all com-

ments.
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Fig. 3. Precision/Recall curve of each method

Table 1. Influential terms from each method

Ranking Ours IDM TF

1 System Human System

2 Human Level Human

3 Level Magic Level

4 Game Warrior Game

5 Balance Experience Magic

6 Item Equipment Charm

7 Equipment Red (magic) Warrior

8 Experience Attack Experience

9 Self White (magic) Equipment

10 Magic Charm Black (magic)

Table 2. Influential terms decided by human subjects

Term

Veteran
Item Cure Equipment

Individual Quest
Solo

Novice
Balance Charm
Combination Casino
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by both groups, the total number of influential terms decided by the human
subjects is 10, and they are listed in Table 2.

Figure 3 shows the precision rates over the recall rates of the proposed
method, TF, and IDM, where the influential terms decided by the human sub-
jects were considered correct ones. This figure shows that the proposed method
is of higher performance than the others for all ranges.

4 Conclusion

In this paper, we proposed new concepts on comment relations on BBSs and
the method based on these concepts for measuring influence rates. Like IDM,
our method is yet another formalization to understanding of diffusion of influ-
ential terms on internet-mediated communication, which has recently attracted
attention from researchers on online communities. We have shown using real
BBS data related to MMOGs that the proposed method outperforms the ex-
isting methods, IDM and TF. MMOG publishers thus can use the proposed
method for discovering users’ needs and incorporate them into game contents.
In our future work, we plan to modify and apply our method to other types of
entertainment-oriented text-based communities, such as blogs, chat rooms, and
social networking services.
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Abstract. Seamful design is a new approach to reveal and exploit inevitable 
technical limitations in Ubiquitous Computing technology rather than hiding 
them. In this paper we want to introduce its general ideas and apply them to the 
design of location-aware games for mobile phones. We introduce our own 
seamful trading-game called “Tycoon” to explore seams on this platform and 
show how to incorporate them into the design of mobile games. We want to 
evaluate how applications for the mobile phone platform which use cell-
positioning can exploit seams for better interaction, gameplay and  usability. 

1   Introduction 

Devices and applications for mobile communication and computing usually suffer 
more from their technical limitations than other systems of Ubiquitous Computing. 
Patchy network coverage, fluctuating signal strength, deviations in positioning and 
the generally limited resources provided by mobile devices are an everyday reality for 
their users. Usually they experience these limitations indirectly as sketchy and slow 
mobile internet access, variations in the quality of speech transmission, loss of con-
nections or ambiguities in positioning. As mobile applications and services will offer 
more sophisticated and demanding services e. g. for multimedia and entertainment, 
those seams in both technology and interaction-design are even more likely to come 
to the users’ attention. 

Despite the efforts of seamless design to smooth over these bumps and cracks in 
ubicomp systems and their infrastructures using costly investments in better and more 
reliable technology, we think that mobile applications could greatly benefit from 
exploiting those seams rather than abandoning them. Contrary to seamless design, 
seamful design tries to reveal inevitable seams in ubicomp systems and use them to 
increase the awareness for system infrastructures, their heterogeneous components 
and otherwise neglected yet useful information within the system. 

We want to explore the possible benefits of seamful design and show how to apply 
it to mobile applications in general and mobile games in particular as they provide a 
very flexible and playful environment for an easy evaluation of seamfulness. We in-



156 G. Broll and S. Benford 

 

troduce our own design for a seamful location-based game for mobile phones called 
“Tycoon” and want to explore how to exploit the seams on this platform – especially 
in cell-based positioning, network coverage and data inconsistencies – as resources 
for better usability, interaction and gameplay. 

2   Designing Ubiquitous Computing Systems 

2.1   From Seamlessness to Beautiful Seams 

Both seamfulness and seamlessness can guide the design of ubicomp systems and are 
more or less derived from Mark Weiser’s vision of Ubiquitous Computing. As part of 
this vision Weiser called for invisibility as a general design goal of Ubiquitous Com-
puting and especially for invisible tools that don’t intrude on the user’s consciousness 
but let him focus on the task and not the tool itself (see [1]). According to [2] this pos-
tulation seems to have “been translated into requirements for seamless integration of 
computer system components, as well as the interactions supported by those compo-
nents”. Since then seamless design became the ruling paradigm for realizing Ubiqui-
tous Computing systems.  

The infrastructures of ubicomp systems and applications usually contain many dif-
ferent heterogeneous components and devices. Seamless design advocates knitting 
these components tightly together and assembling them into one single entity in order 
to hide the complexity of the infrastructure caused by the heterogeneity of its compo-
nents. The invisibility of the individual parts enables seamless interaction and allows 
users to unconsciously interact with them through the whole entity which itself be-
comes “literally visible, effectively invisible” [1].  

An everyday example of interacting with a (seemingly) seamless system is the 
handover between adjoining GSM-cells while using a mobile phone. Though being an 
essential feature of mobile communication technology, handover between cells is kept 
hidden in the infrastructure of service provider networks. Because of this, handover is 
automatically and seamlessly handled while people simply use their mobile phones 
unaware of handover, changing cells or even the concept of cells. 

Despite its benefits of comfort and simplicity, the paradigm of seamlessness is 
questioned. [3] points out that Mark Weiser actually opposed it as a misleading con-
cept. Instead of making everything the same, reducing different components in a 
seamless system to the level of a “lowest common denominator” [4] and sacrificing 
their uniqueness for the goal of overall compatibility, he calls for “seamful systems” 
which [2] paraphrases as: “making everything the same is easy; letting everything be 
itself, with other things, is hard”. Weiser also advocates seamful systems with “beau-
tiful seams” [4] meaning that seamfully integrated parts of a system could still pro-
vide seamless interaction with the whole system while openly retaining their individ-
ual features.  

2.2   Seams and Seamfulness 

An approach to seamfulness and seamful design becomes even more intelligible as in-
frastructures of ubicomp systems still have limitations and boundaries despite their ef-
forts for seamless integration and interaction.  
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Just as seamless design refers to both the technical joints between infrastructure-
components and the overall experience of smooth, seamless interaction, the concept 
of seams in ubicomp systems comprises the technical cracks and bumps in the joints 
between those components as well as the user’s experience of them in the system. 
Seams can be seen as deviations in actual use from a notional ideal of technological 
continuity or uniformity including discontinuities in technologies themselves and 
discontinuity between what actually happens and what the system observes.  

Seams in ubicomp systems are mostly caused by technical limitations and 
differences between heterogeneous components in the underlying infrastructures. 
Among them are finite resolution and sampling rates of sensors, fluctuating signal 
strength, limited connectivity, defective transformations or delays in communication. 
These technical constraints in the infrastructure come to the user’s attention when 
they interact with a supposedly seamless system. Seams then reveal themselves as 
uncertainties, ambiguities or inconsistencies.  

Probably the most common seams can be found in systems for navigation and 
mobile communication where they include inaccurate positioning, sketchy internet-
access or patchy network coverage. For example infrastructures for outdoor- and 
indoor-positioning with GPS- or ultrasonic-trackers are notorious for their literally 
built-in deviations. These are due to technical constraints like finite coarseness of 
sensing-technology as well as non-technical restraints like “urban-canyons” or 
reflecting surfaces which make accurate sensing difficult. People using positioning 
systems experience those seams as uncertainties about their current position. 

2.3   Seamful Design and Designing for Appropriation 

Often enough seams can’t be completely hidden and undermine the ideal of a totally 
seamless system. Instead of trying to iron these bumps out of an ubicomp application, 
seamful design tries to incorporate its heterogeneous components while recognizing 
and maintaining their characteristics and uniqueness without giving up the overall 
goal of seamless interaction. In order to accomplish the goal of “seamless interaction 
but seamful technology” [5] outlines the process of seamful design by identifying its 3 
key-problems as “understanding which seams are important”, “presenting seams to 
users” and “designing interactions with seams”.  

The first step to turn seams into a helpful feature is to identify those seams that can 
enhance a system’s functionality, understand them and find out how they can become 
a resource for user-interaction. Seamful design reveals and recognises the infrastruc-
ture’s influence on user-interaction and increases the awareness for features that cause 
seams in applications. If designers know how certain seams affect interactions, they 
can decide how to incorporate them into an application, how to channel their effects 
into useful features and include them in the process of interaction design itself. That 
way seamful design allows users to use seams, accommodate to them and even ex-
ploit them for their own advantage.  

The less the presentation of seams is restricted in the way people can interact with 
them, the more can users harness those seams and adapt to them. Giving them the 
opportunity and freedom to play with seams, explore how to use and exploit them in 
new ways adds a flexibility to seamful interaction that increases the depth of an 
application. This new quality may ultimately lead to the more general concept of 
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designing for appropriation. Users are given a presentation of seams that increases 
their awareness for them but are not restricted to interact with them in a compulsory 
way. Design for appropriation allows users to interact with seams individually, take 
advantage of the gaps and limitations in ubicomp infrastructures and develop new 
patterns of behaviour that have not been considered during the initial design of the 
system.  

The use of mobile phones offers intuitive examples of appropriation: Among their 
most common seams are patchy network coverage and local variations in signal 
strength which are commonly accepted as reasons for not answering or dismissing a 
call. Users can exploit their knowledge about those seams and adapt their behaviour 
by pretending to be outside of network coverage (e. g. in tunnels) or to have a bad 
reception which - unfortunately - forces them to dismiss a call. 

2.4   Bill – A Seamful Mobile Game 

Being one of the first seamfully designed mobile games, “Bill” was developed at the 
University of Glasgow by Matthew Chalmers et al. [6], exploring seams in 802.11 
wireless networking. Bill is a seamful mobile multiplayer game in which two teams of 
players compete against each other by collecting virtual coins in a designated gaming-
area. This area features wireless access points connected to the game server which 
distributes information about the game. Each player is equipped with a PDA 
supporting GPS-positioning and 802.11 wireless internet-access. The GUI of Bill 
displays information about the locations of coins, players and network covered areas 
on a pan- and zoomable map of the gaming-area (see Fig. 1).  

During the game, players roam the gaming-area, discover access-points and 
collaboratively build up a shared map of network covered areas. Local coverage and 
quality of wireless network access are displayed as transparent squares on the GUI’s 
map with different colours indicating different levels of signal strength. Players use 
GPS-positioning to collect coins but have to get inside the coverage of a wireless 
access point in order to upload them to the game server and earn credits for their 
team. A simultaneous, collaborative upload with several other team-mates earns 
players a cumulative amount of credits for the same amount of coins. An additional 
pick pocket-feature lets players steal coins from each other if thief and victim are 
close enough (according to GPS) and within access point coverage. 

The main seams in Bill are the patchy coverage of the wireless access points and 
the dynamic boundaries of the network covered areas. Presenting information about 
them to players as a part of the game’s interface turns the negative seams into a 
helpful visual feature of the game’s interface. Players can use it and develop an 
understanding of network coverage and signal strength in order to succeed in the 
game. They can even use this information to adapt their behaviour by staying out of 
network covered areas in order to avoid pickpockets, by knowing where to gather 
with team mates for a collective upload or by specializing as pickpockets themselves. 

Other seams in Bill include inaccurate GPS-positioning that allows players to 
collect coins which are actually out of their reach and data inconsistencies that let 
different players find the same coin independently from each other as they see 
different subsets of the available coins at different times unless they are regularly 
updated. 
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Fig. 1. Bill’s GUI includes general information about the game (e.g. scores), icons for invoking 
interactions (e. g. “Upload”, “Pickup”) and a map of the gaming-area with the positions of 
coins as well as colored squares visualizing wireless network coverage and signal strength 
(screenshots taken from [6], [7]) 

3   Seamful Design for Mobile Phone Games 

3.1   Introducing Tycoon  

The “Bill”-game showed how to turn the seams in a mobile application supporting 
GPS and 802.11 into helpful features of a game, how seamful design can drive its 
gameplay and how players can exploit seams in order to win. We want to extend the 
ideas of seamful design to games for mobile phones, explore which seams occur on 
this platform and how to apply seamful design in order to exploit them for better 
gameplay, interaction and appropriation. 

For this purpose we developed our own seamful game for mobile phones called 
“Tycoon”. Tycoon is a location-based multiplayer trading game with a simple pro-
ducer-consumer-cycle that uses the different GSM-cells of a service provider network 
within a designated gaming-area, e. g. the centre of a city. Each of these cells in the 
physical area is virtually mapped to either a producer or a consumer in the game (see 
Fig. 2). Tycoon uses the metaphor of a wild west scenario to communicate its central 
mechanisms of collecting resources from producers which are called “mines” and us-
ing them to buy objects from consumers which are called “brokers” and have the 
names of cities or counties in California (see Fig. 2). These cells are called “brokers” 
because they sell objects in their areas in exchange for collected resources.  

While playing the game, players are travelling between the cells in the gaming-
area, collect local resources in mines, use them to buy global objects from brokers and 
get credits for claiming them. Each mine produces an unlimited amount of one of the 
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Fig. 2. Schematic example of the GSM-cells within a gaming-area and their mapping to mines 
(producers) and brokers (consumers) of the game 

three local resources in the game – gold, silver or copper. They are called local 
resources because players can collect them independently of each other and don’t 
compete for them. Each broker has a list of global objects e. g. different buildings or 
estates in towns and counties that players can buy with their local resources. There is 
only a limited number of unique global objects in the game (e. g. there is only one 
saloon in Sacramento) and players compete against each other for claiming them, 
since every global object can only be claimed once by one player. Each global object 
has a combined price of two local resources and a value in credits. Players have to 
enter a broker’s cell and pay an object’s price in order to claim it and earn its value in 
credits. The objective of the game is to gather as many credits as possible; it ends 
when all objects are sold and the player with the most credits wins. 

The responsibility for the maintenance of the game-state and its overall correctness 
is split between the global game-server and the local clients on players’ mobile 
phones. These clients tell players where they are, help them navigate through the 
gaming-area and supervise the collecting of local resources. The clients connect with 
the game-server via GPRS in order to buy global objects from single brokers and ask 
for updates on the global game-state, which comprises the general availability of all 
global objects of all brokers in the game. The game-server processes and answers 
client-requests, manages the global game-state and runs the game by controlling its 
logic. It doesn’t know anything about individual resource-collecting of different 
clients and clients only have a limited knowledge about the global game-state unless 
they ask the game-server. In short, the cell-phone clients each manage individual local 
game-states and the game-server manages the shared global game-state.  

3.2   How to Play Tycoon 

Unlike Bill Tycoon doesn’t provide a general map of the gaming-area including the 
locations of the different mines and brokers. Mobile phone displays are often too 
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small to be useful for map-navigation and a map of the Tycoon gaming-area would be 
significantly bigger than the map in Bill. We want the players to start Tycoon by hav-
ing to explore the gaming-area and discover mines, brokers and their locations by 
themselves. That way the players can gather their own knowledge about the gaming- 
area, where to find resources and where to claim objects.  

Two features of Tycoon help players to navigate in the gaming-area: Whenever a 
player changes from one cell into another, an alert is triggered and he gets a notifica-
tion about him entering a new cell. Afterwards the main screen displays the name of 
the new cell (Fig. 3). 

 

Fig. 3. The main screen of Tycoon’s GUI which is updated whenever a player crosses bounda-
ries between adjoining cells. It is the central screen of Tycoon and shows the amount of col-
lected resources and earned credits as well as the current location. 

A log containing annotations about mines, brokers and their different locations is 
intended as an aid to memory in order to remember where their cells can be found. 
When a new log-entry is created, Tycoon automatically logs the current cell and the 
player can add a short description about the location (e. g. [gold mine] near book 
shop). During the game each player will eventually build up his own log of locations. 

Collecting local resources is only possible in suitable mines and the return depends 
on the time a player spends in the cell which is virtually mapped to a mine. A player 
can start and stop a counter on his mobile client and will be collecting the current re-
source until he decides to stop or until he leaves the cell. Collecting local resources is 
completely managed by the mobile client without the game-server’s knowledge. 

Each player starts Tycoon with a list containing the names of all brokers in the 
gaming-area but without showing which objects each of them is offering. A broker’s 
initial list of objects will be revealed to the player once he discovered the appropriate 
cell and enters it for the first time.  

In order to earn credits a player has to enter the cell of a broker, choose one or sev-
eral entries from his list of available objects and claim them from the game-server. If 
his choice is still available according to the global game-state the player gets the ob-
ject’s credits added to his account. If objects have already been claimed by other 
players and are no longer available the player keeps his resources for future claims. In 
either case the player gets an update on the availability of all objects for the current 
broker.  

Players can ask the game-server for a separate update on the global game-state 
anytime and anywhere in order to soften the possible inconsistencies between the 
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game-server and the mobile clients concerning the availability of global objects. An 
update has to be paid with a certain charge in local resources since it gives players a 
considerable advantage in the game. A player will receive the update only for the lists 
of global objects of brokers whose cells he has already discovered. This way no 
player can skip the discovery of all the brokers by simply getting an update.  

While a player can ask the game-server for updates anytime and anywhere, collect-
ing resources and claiming objects are location-dependent functionalities of Tycoon 
and are only available when a player is within an appropriate cell. 

3.3   Understanding Seams in Mobile Phone Applications  

The design of Tycoon tries to cope with three seams which we consider to be 
characteristic for the mobile phone platform especially when compared to a seamless 
approach: dynamic cell-coverage, expensive internet-access and data-inconsistencies. 

Usually mobile phone users are unaware of their current cell when using their 
phones, since the handover between different cells is handled seamlessly. Contrary to 
the symbolic presentation in Fig. 2 the coverage of GSM-cells is not static and has no 
neatly defined borders. Fig. 4 shows coverage and propagation of GSM-cells in an 
area of London based on samples of cell-ids and their GPS-positions. Their coverage 
is depending on many factors, cells’ boundaries and propagation are rather dynamic 
and fluctuating and as Fig. 4 shows, cell-coverage has irregular shapes and adjoining 
cells often overlap and don’t share exact borders. 

 

Fig. 4. Samples of cell-ids and their GPS-positions in London 

The invisible handover between cells is handled seamlessly so that users don’t get 
any information about their current cell and don’t have to worry about their position, 
dynamic cell coverage and propagation or flipping cells. While seamless design usu-
ally hides this information, we would like to present it to players and make them 
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aware of this information so that they can take advantage of it during the game and 
use it as a valuable resource. In a location-based mobile game players are dependent 
on knowing where they are and dynamic boundaries and propagation of cells may 
raise interesting design-issues concerning the influence of positions and relations be-
tween GSM-cells on the behaviour of the users during the game. 

Tycoon is a multiplayer game for cell phones and the driving part of its gameplay 
is the competition between several players with mobile clients. In order to compete 
with each other including asking for claims, having the availability of objects 
confirmed, scores compared or the end of a game announced, players have to be able 
to turn to a central entity which controls a shared global game-state. Mobile internet-
access is most convenient and almost indispensable for accessing a shared game-
server on the internet and synchronising its data with the mobile clients. 

A seamless approach to this synchronisation would try to guarantee as little 
inconsistencies between the global and all local game-states as possible. That would 
mean that whenever a client changes the global game-state e. g. by claiming an object, 
the server would have to route this change to all other clients or they would 
periodically have to ask the game-server for an update on the latest changes. 

Either way a lot of traffic would be generated and mobile internet-access via GPRS 
is still quite expensive. Despite the above definition of seams, these expenses are 
neither rooted in technical limitations nor show themselves as uncertainties or 
ambiguities and may therefore be considered as an artificial seam. But it still 
constrains the uniformity and continuity of a mobile application and we think that’s 
why costly internet-connections can be treated as a considerable seam. We would like 
to turn this seam into a rewarding feature of the game by encouraging players to use 
less online-connections to the game-server without examining the technical 
limitations of GPRS-connections like delays or its general availability. 

The question of whether to use more or less GPRS-connections to synchronise 
game-states goes hand in hand with the probability of data-inconsistencies. Those 
would be an immediate consequence of insufficient synchronisation between a server 
and its clients. Inconsistencies could occur when individual clients synchronise data 
with the central server that maintains the global game-state which is shared between 
all clients. When one of these individual clients updates globally shared data, local 
copies of that data on other clients become inconsistent with the shared data.  

As mentioned, a seamless approach to Tycoon would try to prevent data-
inconsistencies through frequent updates. But when tackling the seam of costly GPRS-
connections by making less of them, we also have to cope with the seam of increasing 
data-inconsistencies between mobile clients and the global game-server. While a 
seamless approach would try to guarantee a persistent globally correct game-state we 
want to enrich Tycoon’s gameplay by turning inconsistencies into a gambling-element 
that rewards players for taking the risk of them during the game. 

3.4   Combining Tycoon’s Gameplay and Seamful Design for Appropriation  

Tycoon uses the unique cell-id of GSM-cells in its gaming-area to support navigation 
and to determine its location-dependent behaviour during the game. The alert-
mechanism is a monitor for the current location and its changes, it improves the 
visualisation of cells’ boundaries and decreases the players’ uncertainties about their 
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whereabouts by presenting otherwise neglected seamful information about cell 
coverage and propagation. It is an effective and flexible means of navigation in the 
gaming-area especially since the propagation of its virtual areas dynamically changes 
with the coverage of the physical cells they are mapped to. A static map of the 
gaming-area would need an expensive mechanism to continuously sample cell 
coverage and display their propagation in real time.  

The alert-mechanism makes players not only aware of dynamic changes in the  
cell-propagation but is also part of Tycoon’s interaction with the seam of dynamic 
cell-coverage. Tycoon’s behaviour is partly location-dependent. It changes with the 
current location and adapts to it, e. g. collecting local resources automatically stops 
when a players leaves a mine and enters another cell. The functionalities of collecting 
resources and claiming objects are exclusively available in mines or broker-cells. The 
log that helps players remember where to find different mines and brokers only logs 
information in cells within the gaming-area.  

Like in the Bill-game players can use their spatial knowledge about the gaming-
area to adopt their own strategies of how to move between cells and how to find the 
most efficient tactics of which resources are needed to buy which available objects 
and where to find them in nearby mines. They can also exploit ambiguities caused by 
dynamic cell propagation and boundaries more effectively when they find an area 
where adjoining cells overlap and flip after some time without moving. This is also an 
interesting issue for designing the gaming-area of Tycoon and assigning mines and 
brokers to different cells. 

In order to cope with the seams of expensive internet-connections and data-
inconsistencies, Tycoon encourages players to spend more time offline and 
synchronize their local game-state (individual clients’ knowledge about available 
global objects) less often with the game-server’s global game-state (the overall 
availability of global objects). Its trading-mechanism features a simple economic 
model that offers players an incentive to engage in extended offline-play and spend 
more time on collecting a greater number of (more valuable) resources. 

As mentioned before, global objects each have a price in local resources and earn a 
player a certain amount of credits when claiming them. Both values are related to 
each other as the credit-values of objects rise with their prices in local resources. The 
local resources have different values themselves which is indirectly expressed by the 
time it takes to collect one unit of each (2,4,8 seconds to collect 1 copper-, silver-, 
gold-nugget). That way the credit-value of a global object is also related to the time it 
takes to collect the resources that are necessary to buy the object. But the values of 
resources, the values of objects and their prices don’t rise proportionally. The 
economic model is tuned in a way so that the more time a player spends offline to 
collect more and more valuable resources in order to afford more and more valuable 
objects the more credits per second could he possibly earn than by collecting less 
resources for smaller, less valuable objects during the same time. Additionally a 
player gets a discount for successfully claiming several objects from a broker with the 
same request to the game-server. Of course in order to afford buying several objects, 
players have to spend even more time offline to collect more and more valuable 
resources.  

The goal of this economic model is to give players an incentive to spend more time 
offline between connections to the game-server and collect local resources which is 
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more profitable than spending less time offline collecting less and less valuable re-
sources for claiming less valuable objects. 

Extended offline-play increases the danger of inconsistencies between the global 
game-state and a player’s local list of available global objects. Other players can 
claim objects on that list which are then no longer globally available but are still 
shown as available on a player’s local list. Since players can’t rely on getting constant 
updates of the global game-state which would require regular expensive connections 
to the game-server, they have to consider the growing probability of inconsistencies 
between local and global game-state when deciding how much time they spend 
offline for collecting local resources.  

This is where the gambling-approach of Tycoon comes into play: It recognizes 
these inconsistencies in the gameplay and rewards players not only for spending more 
time offline but also for taking the risk of inconsistencies. Players are free to collect 
as many local resources as they want but can only turn them into credits when they 
successfully buy and claim global objects with them. The more time they spend 
offline, the more profit is possible but the greater becomes the probability of 
inconsistencies. Players have to adopt their own individual strategies and consider 
their chances of earning more credits during the same time against the risk of data 
inconsistencies.  

4   Conclusion 

Seamful design is a rather new approach to ubicomp applications other than seamless 
design. We showed how to use and exploit seams on the mobile phone platform by 
incorporating them into our own seamful game. Instead of hiding these seams we 
revealed them and integrated them into the game’s interaction design for a better 
gameplay. Based on our experience with designing and implementing a seamful 
trading-game we think that seamful design is a rewarding approach for realizing 
applications of Ubiquitous Computing and a considerable alternative to seamless 
design whose efforts often result in expensive improvements of infrastructure-
technology but not always in better applications. 
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Abstract. We propose a new display table that allows multiple users to interact 
with both private and public information on a shared display in a face-to-face 
co-located setting. With this table users can create, manage and share 
information intuitively, strategically and cooperatively by naturally moving 
around the display. Users can interactively control private and public 
information space seamlessly according to their spatial location and motion. It 
enables users to dynamically choose negotiation partners, create cooperative 
relationships and strategically control the information they share and conceal. 
We see the proposed system as especially suited for strategic cooperative tasks 
in which participants collaborate while attempting to increase individual 
benefits, such as various trading floor-like and auction scenarios. 

1   Introduction 

Personal equipments such as PDAs and cellular phones are widely spread in our daily 
lives. Although this trend provides us efficiency in our business situation, a harmful 
influence is also recently pointed out; there is increasing number of people in younger 
generation who lacks social sense. One of the solutions for this problem is to facilitate 
face-to-face co-located environment for collaboration or negotiation with others 
which requires multimodal interactions with a variety information channels. 

When working in groups, we often conduct face-to-face meetings to accelerate the 
exchange of ideas or opinions, or to complete a cooperative task. Collaboration, a 
natural and efficient approach to problem solving, has been one of the most 
challenging topics in HCI studies. Many studies and systems have been presented to 
facilitate face-to-face collaboration during group meetings or discussions [e.g. 1-6]. 
Collaborative table displays are designed to enhance functions of ordinary meeting 
tables to support small-group collaborative activities and have lately considerable 
attention [7].  

                                                           
* Currently, with Kansai Electric Power Co. Inc. 
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One of the most important research topics of collaborative table displays is to 
develop techniques to support transitions between personal and group work. For 
example, many systems typically use multiple displays to share information among 
participants in a meeting, and use one or several large wall displays to show public 
information. However, a special framework is often required to allow multiple users 
to deal with private information in addition to the public one [8-11]. Many of the 
current solutions to sharing public and private information between multiple users still 
suffer from ambiguities. 

In this paper, we propose a collaborative, public and private, interactive display. It 
seamlessly presents the private and the public information and allows users to change 
the public information space and the private information space dynamically according 
to their spatial location and motion. With this system users can dynamically select 
collaborative partners and strategically control the information they share or hide 
during negotiation or cooperation. Our preliminary observations suggest great prom-
ise to the proposed system in tasks that require collaboration side-by-side with main-
taining personal gain. We believe the proposed system can be useful in several trading 
floor, market-like, and auction scenarios where people need to meet and collaborate in 
order to exchange goods or information in an ad-hoc manner. 

2   Private and Public Information 

When we collaborate or negotiate with others while sharing information, we often 
have to be careful about which parts of the information can and cannot be shared [12]. 
These pieces of information can be classified into different categories [13]. The 
roughest classification is to divide it into private (that is not sharable) and public (that 
is sharable) information, a classification that can sometimes be static and sometimes 
dynamic. This section overviews display systems that support classification of infor-
mation into public and private categories.  

2.1   Related Work 

Let us assume that a piece of information has an attribute that can be either private or 
public. When two or more people are handling information items, some of these can 
be private and others public. One of the most common configurations is to present 
private information and public information on separate displays. For example, several 
systems use one or several large wall displays to show public information with small 
displays, PDAs, or notebook PCs to show private information [8-10]. In these cases, if 
people want to share personal information with others electronically, they have to 
explicitly place these pieces of information on a display surface that can be seen by 
others. When one has multiple information items that can be shared with other people, 
putting these pieces on the shared display surface becomes cumbersome and difficult 
to manage. Moreover, if the physical locations of public display and the private in-
formation are separated, people tend to concentrate mostly on their personal displays 
rather than attending to a number of other, less handy surrounding displays. In order 
to avoid this forced and potentially damaging display separation we need a more in-



A Display Table for Strategic Collaboration Preserving Private and Public Information 169 

 

tuitive way that will seamlessly handle two different types of information displayed in 
the same spatial locality. 

One possible solution for sharing information in multiple user environments is to 
directly make individual private display available to another particular user with 
whom we wish to share information. An example is to connect personal displays 
together on an ad-hoc basis [11]. Although this method is simple and intuitive, all 
information shown on the display is shared, and it is difficult to share and hide only a 
part of the information on the display. One may consider temporally hiding 
information that is not to be shared; however, a system or mechanism that handles 
both private and public information equally and displays both of them simultaneously 
is required for the owner of that information.  

Another solution is to use a technique for stereoscopic display, which provides two 
different peoples with a pair of images that are ordinarily provided to the left and right 
eye as stereoscopic images. For example, liquid crystal device shuttered glasses (LCD 
glasses) are used to separate private and public information displayed on a single 
display [14]. However, the number of users is limited to two because of the reason 
originating in its principle. In addition, the private information would be exposed to a 
non-participant who just happens to pass by the collaborative site without glasses, a 
fact that substantially limits the type of private data that can be displayed on the 
screen. 

Another possible solution for such a system is to employ an automatic software fil-
ter that copies shared pieces of information on a public display [15, 16]. In these 
cases, information sharing forces a user of the system to be constantly alert to whether 
the information displayed on the user’s personal display is also being displayed on the 
public display. The user should also remain watchful over other users accessing cop-
ies of the private information or trying to modify or copy it. This can be an important 
issue as such undesirable conducts may not be explicitly highlighted on the legitimate 
user’s personal display. In such situations, users should maintain careful observation 
of the information being displayed on the public display area and carefully monitor 
other users’ interest in their private information.  We assume that these special atten-
tion requirements will make copying of pieces of information onto a public display 
much less desirable. 

2.2   Collocation Using Private and Public Information 

Based on the considerations outlined in the previous subsection, in this subsection we 
discuss a display system that allows multiple users to deal with both private informa-
tion and public information seamlessly in a face-to-face environment. 

If shared pieces of information were still to be displayed in proximity to the user’s 
personal display, the user would feel that these pieces of information are owned by 
her and are under her control. The others, who are interested in the user’s public 
information, would physically look into the user’s own personal display. This explicit 
motion of other users would increase the user’s awareness of the environment and the 
collaboration state, that is, “if she stands next to me, she can see my private 
information”. Moreover, a user is able to know whether someone is interested in the 
information he or she has. These considerations lead us thinking of using a part of the 
user’s personal display as a shared display that is visible to the other participants.  
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Even in this configuration, when individual shared displays are located apart from 
each other, a user has to visit the participants’ personal displays one-by-one to seek 
any public information being displayed. A user has to continually visit other user 
displays to look for updated information when public information changes 
dynamically. If multiple personal displays could be integrated into a single display, 
the display would turn into a single working surface on which users could focus their 
attention at one place and time. The single display surface becomes the only reference 
space where users act upon or view information. 

The advantage of using a single shared display for displaying both private and 
public information is that a relatively small number of people can work more 
intimately, with more productive and effective interaction. In particular, by using a 
tabletop-type display configuration, the display surface can also be used as a table to 
hold documents, stationery or coffee cups. However, how could we display private 
information on a tabletop-type of display without it being seen by other people? The 
following section describes the implementation of our display system. 

3   Method 

3.1   Principle 

The display system consists of a normal display and a display mask, which has a hole 
in its center (Fig. 1(a)). The display mask is placed over the display surface at a 
suitable distance. Each user observes the display system through the hole. By 
controlling the position of the information display area for each user according to 
his/her viewpoint (measured by a suitable tracker), each user can always see his/her 
own individual area of the display. Figure 1(b) shows an example in which three users 
simultaneously observe information on different display areas. The information 
display area P in Fig. 1(b), which is derived from user P’s viewpoint, is an area for 
showing the information for user P alone. The other users (Q and R), standing at their 
positions in this figure, are unable to see the P’s individual information display area 
because the display mask adequately occludes this area. Therefore, this area can be 
used to show the private information of P. 

On the other hand, the Q and R’s information display areas overlap; therefore this 
overlapping area can be used to show the public information shared by Q and R. The 
 

 

Fig. 1. Configuration of the display system 
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areas other than the overlapping area are areas where only one of them can observe 
information; as a result, these areas can be used to show the private information of Q 
or of R. 

If a user moves his/her head, the information display area corresponding to the user 
also moves according to the motion of the viewpoint. This feature enables users to 
dynamically determine—by simply moving around the display—which display areas 
are used for private information and which display areas are used for public 
information that might be shared with a particular user. 

The configuration of the display and the mask is along the same lines as the 
IllusionHole, a stereoscopic display system for multiple users [17], although 
stereoscopic images are not shown in this configuration. In IllusionHole the 
overlapping of image drawing areas among adjacent users was a weakness, which the 
design tried to avoid. In our current display system this weakness is turned into a key 
design feature. 

3.2   Position and Size of Information Display Area 

The position of the information display area for each user is derived from two pa-
rameters: the user’s viewpoint in the display coordinate system (xeye, yeye, zeye), and the 
distance between the display surface and the mask D. By using the display coordinate 
system where the center of the display surface is the origin of the coordinate, the 
center of the image drawing area is given by (–xeyeD/( zeye –D), –yeyeD/( zeye –D), 0). 
The radius of the information display area r is determined by three parameters: the 
height of the user’s viewpoint zeye, the distance between the display surface and the 
mask D, and the hole radius of the mask R, as r = R zeye /( zeye –D). These values dy-
namically determine the information display area for each user, which ex-
pands/shrinks as the user approaches/retreats to/from the mask hole. 

If a larger hole is used, a user is expected to observe a larger area on the display. 
The area increases with the distance between the display surface and the mask D and 
the radius of the mask hole R. On the other hand, the number of users decreases ac-
cording to the radius of the mask hole R or as the distance between the display surface 
and the mask D increases. 

4   Displaying Information 

In this section we detail the method of showing and handling information on our pro-
posed display system. As representations of the virtual information items we use 
graphical icons and similar virtual objects to assist in the explanation.   

4.1   Priority Levels of Users 

The display system provides several methods for presenting the information in over-
lapping areas, according to the priority levels of corresponding users. When two users 
with equal priority levels have an overlapping area, the objects owned by these two 
users are shown as equals in the public information display (Fig. 2(a)). In this case,  
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user P can see object Q2 
owned by user Q in the 
public information dis-
play area, and user Q can 
see object P2 owned by 
user P in the same area. 

On the other hand, 
when two users who 
have different priority 
levels share an overlap-
ping area, the objects 
will not be shown in the 
public information dis-
play area (Fig. 2(b)). In 
this example, user Q has 
a higher priority level 
than user P. Therefore, 
user Q can see object P2 
owned by user P in the 
public information dis-
play area, but user P 
cannot see object Q2 
owned by user Q. 

Here, the priority of 
users can be determined statically in advance or dynamically according to the users’ 
conditions during the task. Examples of such conditions can be users’ motion speed, 
direction, finger pointing or other behavioral patterns. 

4.2   Permission Levels of Objects 

Users possess and handle their own objects in their private information display area, 
in an association that can be considered as “ownership,” allowing them to freely ma-
nipulate the objects. Here, “manipulate” means to execute, delete, copy, or edit the 
file identified by the object. For each object, the levels of permission can be classified 
as follows:  

Level-1: no user other than the object’s owner can either see or manipulate this object. 
Level-2: the other users (non-owners) can see, but cannot manipulate this object. 
Level-3: all users can both see and manipulate this object. 

Here, the level-3 objects can be placed either in the private information display area 
or the public information display area, and every user can see and manipulate level-3 
objects. The level-2 objects can also be placed either in the private information dis-
play area or public information display area. They can be seen but not manipulated by 
the users other than the owner if this object is placed in the public information display 
area. Finally, no other user besides the owner can see the level-1 objects, even if the 
objects are placed in the public information display area. 

 

 
(a) Example of two users with same priority level 

 
(b) Example of two users with different priority levels 

Fig. 2. Examples of objects in the public information display 
area according to the users’ priority levels 
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Fig. 3. A visibility change 

However, these level designations are not static and can be dynamically modified 
in correspondence to changes in the collaboration environment. Therefore, the 
visibilities of the level-1 objects have to be controlled in order for them not to be seen 
by any other user besides the owner (we describe these control mechanisms in the 
following section which describes our prototype). For example, if an adjacent user 
approaches the user closely enough, the public information display area expands as 
the approached user’s private information display area shrinks. In this case, the 
visibility of objects displayed in the user’s private display area has to be changed. 

Let us examine the scenario presented in Fig. 3, describing interaction between 
users P and Q. In Fig. 3(a) two objects one classified into level-1 and the other into 
level-2, are shown in the information display area of user P. If user Q approaches 
closely enough toward user P as shown in Fig. 3(b), the public information display 
area expands as user P’s private information display area shrinks. In this case, the 
level-2 objects can remain in their original positions; however, the visibilities of the 
level-1 objects must change. For this purpose, a possible method would be to use the 
priority levels of users shown in Fig. 2(b). Another possible solution would be to 
change the display positions of the level-1 objects and move them outside the 
boundary of the expanding public information display area, as shown in Fig. 3(c). 
After user Q moves a sufficient distance from user P, the objects can be replaced to 
their previous visibility positions. This method is useful especially in an application 
where users’ priority levels are not introduced. 

5   Prototype 

In order to examine our design approach we developed a fully operational prototype 
display system. The prototype display system enables participation and interaction of 
multiple users, who can all participate in collaborative tasks by manipulating dis-
played objects cooperatively or strategically. 

5.1   Hardware 

The proposed method is implemented by using a 68-inch conventional display 
system, i.e., BARON (Barco), to show the effectiveness of the method. The display 
system used in the trial system has a 1,360-mm-wide and 1,020-mm-deep display 
surface, and the height of the display surface from the floor is 1,000 mm. The display 
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mask is placed over the display surface at 
a distance of 150 mm. The radius of the 
display mask hole is 200 mm. Each user’s 
head position is tracked by an Intersense 
IS-600 Mark 2 SoniDisc, which is an 
acoustic 3D positional tracker. The system 
configuration is shown in Fig. 4. Here, a 
variety of interaction devices can be 
considered for manipulating objects. In 
this prototype, a game controller (SONY 
Dualshock2) is used for each user to 
manipulate objects. 

5.2   Object Manipulation Interface 

Following our proposed design principles, we implemented an object manipulation 
interface on the prototype system.  

5.2.1   Object Sharing 
Users can change the priority levels of their own objects at any time. In the prototype 
system, clicking an object with the controller changes its priority level. Users also can 
change whether the object should be in the private information display area or in the 
public information display area to be shared with other users. If a user moves (drags 
and drops) an object from the private information display area into the public 
information display area, this object can be instantly shared with other users. In this 
case, if the user moves a level-1 object from the private information area to the public 
information display area, it is assumed that the permission level of this object changes 
to level-2. The permission levels of objects are shown by color changes of their 
borders. 

 
5.2.2   Copying and 

Moving Objects 
Users can change the posi-
tion of an object by simple 
drag-and-drop actions. If a 
user moves a level-3 object 
shown in the public infor-
mation display area to her 
own private information 
display area, she will be-
come the owner of the 
object. Users can exchange 
objects between their own 
private information display 
areas through the public information area. A user can also provide a copy of an object 
by dragging it from her private information display area to the public information 
area, and then changing its priority level by clicking it. 

 

Fig. 5. An example of application 

 

Fig. 4. System configuration 
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5.3   Application Example 

Figure 5 shows an example of applying the proposed system to a goods-barter task. 
Three users (named Red, Green, and Blue, from left to right) are exchanging miscel-
laneous goods (such as used watches, televisions, jeans, and so on) by using their 
private and public display areas effectively. In this example, each user has his own 
miscellaneous goods to be exchanged in his private display area, and move the appro-
priate ones to the area shared with a particular person who is interested in the ex-
change. The level of each displayed object is level-1 at the beginning, and it is auto-
matically changed to level-2 when the object is moved to the public information dis-
play area. Each user can see the other participants’ faces, and the negotiations pro-
gress through eye contact and hand/body gestures, which provides subtle communica-
tion cues. A user determines the best partner with whom to exchange information by 
changing his standing position and face-to-face communication using oral conversa-
tion. Figure 5 shows a the green user standing at the center, considering with which 
partner to exchange by comparing offered goods displayed on the overlapping areas 
with left user (Red) and right user (Blue). The top three images in Fig. 5 are user’s 
views for Red, Green, and Blue (right, middle and left, respectively). 

5.4   Analyzing User’s Movements 

We analyzed how the private information display area and public information display 
area are used by preliminary testing multiple users in a strategic cooperative task that 
requires handling of both private and public spaces. Three volunteers participated in a 
task which required assembly of a puzzle with nine pieces made from a picture 
divided into 3x3 areas. Three such puzzles, each having different pictures, are used in 
the task, so in total there are 27 pieces in the workspace, and each user owns nine of 
them at the beginning of the experiment. Users are asked to complete any one of the 
puzzles as soon as possible before the other users do, in their own private information 
areas, by exchanging the pieces among users through negotiation. The level of each 
piece is level-1 at the beginning. When an owner of a piece moves it to a shared 
information display area to show it to another user, he or she changes the permission 
to level-2 using the controller button. After the negotiation of exchange is concluded, 
he or she again changes the permission to level-3. 

Behaviors and utterances of users during the experimental session were video 
recorded, and the head position of each user measured by a tracker was also recorded. 
Figure 6 shows a typical part of a transition (4 minutes of a 7 minute-22 second-
session) of each user’s position represented by the directional angles. The vertical axis 
of Fig. 6 represents the time transition (seconds). The time and positions where users 
exchanged the pieces of the puzzles are marked with circles. In this figure, ellipses 
mark the time and positions where users exchanged the pieces of the puzzles. Figure 7 
shows snapshots taken during an experimental session: Figure 7(a) shows the display 
system shared by three users (named R, G, while B), and Fig. 7(b) shows the 
corresponding image display areas on the proposed system. 

Preliminary observations revealed that some typical behaviors of users could be 
found throughout the session. For example, we found that, for the purpose of 
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negotiation or exchange of 
pieces, a user actively 
approaches with his body to 
another particular user in order 
to share the information display 
area. The wedges marked a1 to 
a10 in Fig. 7 show the time and 
positions where these types of 
behaviors occurred. 

Each user puts together 
pieces in order to complete the 
puzzle within his private infor-
mation display area. If the adja-
cent user approaches too close 
to him, it becomes difficult for 
him to place the puzzle pieces 
to complete the task. When a 
user’s private information dis-
play area became too small due 
to the adjacent user’s approach-
ing too near, we found that he 
naturally tries to expand his 
private information display area 
by moving away from the adja-
cent, approaching user. The 
arrows in Fig. 6 labeled by 
leave1, leave2, and leave3 des-
ignate periods when the user 
moved away from an approach-
ing adjacent user, under these 
conditions. 

User’s intentional actions 
aiming at disturbing other user 
private information display area 
and public information display 
area could be found in other 
situations. For example, at the 
116th second labeled by exchange2 in Fig. 6, when two of the users (G and B) were 
preparing to exchange their pieces by using their public information area, the third 
user (R) came to disturb this exchange by approaching them and thus making their 
public information area shrink. Although no explanation was given to the users in 
advance as to how their movements around the display provide breakthroughs in their 
mutual situations, we found that users strategically altered both the public information 
display area and the private information display area by using their own body motions 
in order to fulfill their purposes. 

 

 

Fig. 6. A time-position graph 
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      (a) Display system shared by three users.      (b) Information display areas of three users 

Fig. 7. Snapshots taken during experimental work 

Because each user could see the other participants’ faces, the negotiations among 
users (regardless of whether they are friendly or strategic) were naturally and 
intuitively advanced through eye contact, which provided an intuitive and natural 
communication channel. It was also helpful for users to understand the state of the 
task by simply monitoring the location of the other users along the round display. This 
seems to be an advantage of a single display that can provide public screen space as 
well as private screen space. 

6   Discussions 

The proposed system provides a face-to-face environment by using a single display in 
which a user can smoothly negotiate with particular partners through showing his/her 
public pieces of information on the area adjacent to his/her private information dis-
play area. The public information display area naturally expands when two adjacent 
users approach each other closely enough. Furthermore, the system design promotes 
intuitive collaboration through the dynamic size of overlapping areas caused by the 
change of distance between users. This feature cannot be obtained by other systems 
such as those that use multiple displays. We believe that physical distances between 
adjacent users, and in accordance the distribution of public and private information on 
the display, might change according to the intimacy level, or other psychological 
parameters which influence interpersonal distances [18]. Since both public and private 
information are presented on the same display, users do not need to divide attention 
between several spatially separated displays and can easily grasp the status of their 
private and public information. Users can communicate by using eye contact and/or 
face-to-face conversations; consequently, they can negotiate with each other naturally 
and intuitively. This is an important advantage of the proposed method using a single, 
round display. 

Exploiting these features, our method can be applied to various collaborative tasks 
that incorporate strategic aspects. One example is to use it in a meeting on reshuffling 
of personnel in a company or an organization. At a meeting where managers or direc-
tors of some sections gather, the sharable information is general personnel matters 
such as careers or work experiences of the persons who are shuffled. On the other 
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hand, some background information that does not necessarily have to be shared with 
all participants might be held as private by a manager. She can decide at some point 
that it is profitable to show the secret information to a particular participant, according 
to the situation. By using our proposed system, the participants can proceed through 
their negotiations by exchanging or sharing information with particular partners. One 
application example of this type is where sport team managers conduct a meeting on 
trading baseball players. Another possible example of this type is when negotiating the 
barter of goods among several participants, similar to the example shown in Fig. 5. 

One of the drawbacks of our display system is the resolution of the information 
display areas; that is, only a part of the display surface is used for each user. A higher 
resolution image display will help alleviate this drawback, and it should even be pos-
sible to enlarge each user’s display area by using different design parameters, e.g., 
employing a larger mask hole if the number of users can be limited to two. In the 
application example of Fig. 5, implementation was made more sophisticated, mainly 
to display pictures or portraits and accompanying text data of sufficiently large size 
by switching one after another by using the buttons of controllers.  

7   Conclusion 

In this paper, we proposed a round display system that enables multiple users to share 
private and public information following an intuitive collaboration mechanism. 
Through prototype implementation and preliminary evaluation, we found that the 
proposed system displays private and the public information seamlessly and that users 
can interactively control public and private information spaces by naturally changing 
their relative spatial location. Users can dynamically choose their collaboration part-
ners, perform tasks which involve cooperation and negotiation, and intuitively control 
the information they kept private or shared publicly with their collaboration partners. 

In the proposed system each user can see the other participants’ faces. This support 
for natural eye contact provides subtle cues for communication between users. The 
users can proceed through their collaborative work naturally via conversation and 
hand and body gestures. Corresponding to the dynamically changing user locations 
the single display can provide public screen space as well as private screen space. The 
proposed method supports natural interpersonal interaction with a technique of seam-
less transitions between personal and group work. In addition, it provides users with a 
face-to-face collaborative work environment in which physical objects can also be 
used in the same environment.  

We believe that the collaborative interaction paradigm the proposed system sug-
gests can be easily extended to support a wide range of activities. We see the main 
usefulness of this interaction paradigm in human activities that combine the need to 
collaborate and share information on one hand, with a necessity to strategically and 
dynamically conceal some knowledge on the other hand. Potential applications can 
range from stock market and trading floor-related tasks, barter of goods, auctions, 
cooperative human resources meetings and many others. 
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Abstract. In this article, we present Gamble1, a small game of dice that
is played by two users and an embodied conversational agent (ECA).
By its abilities to communicate and collaborate, an ECA is well suited
for engaging users in entertaining social interactions. Gamble is used
as a test bed for such multiuser interactions. The description of the
system’s components and a thorough analysis of the agent’s behavior
control mechanisms is followed by insights gained from a first user study.

1 Introduction

Entertainment computing has so far successfully focused on the technical prob-
lems of enhancing the user’s experience (e.g., [23], [7], [20]). An equally important
factor are the social interaction qualities of a game which play an especially cru-
cial role in multiplayer games. Talking about multiplayer games often means
talking about the interaction of multiple users mediated by a computer. In this
article, we present a game instead that is played by multiple users together with
an embodied conversational agent (ECA) that serves as one of the interaction
partners.

Why do ECAs make sense for an application like a game? Apart from their
conversational skills, the nonverbal behavior and the appearance of embodied
interface agents become more and more realistic. Thus, ECAs serve as an ideal
tool for engaging users in social interactions like tutoring, gaming, etc. According
to Sidner [21], engagement “is the process by which two (or more) participants
establish, maintain and end their perceived connection during interactions they
jointly undertake.” Engagement behaviors comprise spoken linguistic behavior,
i.e. the ability to communicate by speech, collaborative behavior, i.e. the ability
to do something together with others, and gestural behavior, i.e. the ability for
multimodal interactions including body movements and eye gaze. All of these
behaviors are also essential ingredients of ECAs. But most ECA systems con-
strain themselves to interactions with single users or with single users and other
agents (e.g., [6], [11], [13]) because dealing with multiple users is much more

1 This work is supported by the EU Network of Excellence HUMAINE
(http://emotion-research.net).
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difficult than dealing with a single user. Although the setting in a specific appli-
cation might constrain the relevant interaction, such a multiuser interaction is
much less predictable. The users might show any behavior, e.g., by collaborating
against the agent, by discussing off topic matters, etc. In the dyadic situation
the only interaction partner is the agent triggering the user to regard her “traffic
rules” of social interaction. This might be not the case if there is a real human
as an interaction partner available apart from the agent. There are few systems
that risk dealing with multiple users and thus, the literature on the behavior of
multiple users is sparse. An exception is the work of Vertegaal and colleagues,
who studied gaze behavior in multiuser settings ([22]).

Collaborating or competing with others in a game has one important pre-
requisite: sharing the interaction space with others be they humans or game
characters. One way to realize this is to use augmented reality techniques to
integrate the virtual world into the real world. Impressive examples of mixed
reality games are Invisible Train [23], Human PacMan [7], and MR Mystery
game [20]. The Invisible Train installation aims at simplifying the technical pre-
requisites necessary for an augmented reality experience by employing standard
hand-held devices as a window to the virtual world. The players control virtual
trains on real wooden tracks. In the Human PacMan system, users play the roles
of Pacman and the ghosts in a real world setting competing and collaborating
to win the game. The Mixed Reality Mystery game at last takes place in an art
gallery, where the user has to deal with a robbery. Real paintings of Hopper are
augmented by virtual information, allowing e.g., to explore the back alley of the
bar Nighthawks. All of these have one feature in common. There is no ECA in-
volved in the interaction. If we change our focus towards ECA systems, sharing
the interaction space is often accomplished by using large screens (e.g., Cassell’s
REA system [6]) and/or impressive sound systems (e.g., the MRE system [11]),
by using a CAVE (e.g., the Multimodal Assembly eXpert (MAX) [13]), or by us-
ing head-mounted displays to join the other characters in the virtual world (e.g.,

Fig. 1. The setting (left) and the system architecture (right). The agent is projected

to the wall at the end of the table, thus sitting together with the other players around

the table. Between the human players, the CamCup and the microphone are visible.
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Rickel’s Steve agent [19]). Due to the complexity of coordinating an autonomous
agent with a freely moving user, the use of augmented reality techniques in ECA
systems has just started (see [1] for an overview). A different approach uses the
application’s setting to augment the presence of the ECA and create a shared
interaction space, e.g., in the MACK system [15]. The metaphor for the MACK
system is an information booth in the entrance area of a building. The agent
is situated on a screen that shows the real world area behind the agent making
use of a video camera. Thus, the agent’s screen is its booth in which it works
its shifts. In Gamble, we follow a similar approach to augment the ECA’s pres-
ence. Gamble is a small game of dice played at a table. This setting naturally
constrains the possible interaction space. No sophisticated movements through
space are supposed to take place, the agent is sitting together with the other
players at the table by projecting it to a screen at the end of the table (see
Fig. 1 (left)). In the remainder of this article, we will first describe the rules of
the game (Sec. 2), followed by a description of the system itself (Sec. 3) and the
insights gained by a first evaluation study (Sec. 4).

2 Gamble: The Game

In Gamble, two users play a simple game of dice (also known as Mexicali) with
an embodied conversational agent. To win the game it is indispensable to lie to
the other players and to catch them lying to you. The traditional (not computer-
based) version of the game is played with two dice and a cup.

Let’s assume it is the turn of player 1. He casts the dice and then inspects the
dice without permitting the other players to have a look. The cast is interpreted
in the following way: the higher digit always represents the first part of the
cast. Thus, a 5 and a 2 correspond to a 52. Two equal digits (11, ..., 66) have
a higher value than the other casts, the highest cast is a 21. Player 1 has to
announce his cast with the constraint that he has to say a higher number than
the previous player. For instance, if the dice show a 52, but the previous player
already announced a 61, player 1 has to say at least 62. Now player 2 has to
decide whether to believe the other player’s claim or not. In this case, he has to
cast next. Otherwise, the dice are shown and if player 1 has lied he has lost this
round and has to start a new one.

Although the rules of the game are very simple, complex behaviors emerge
from these simple rules. Blaming another player for an attempted deceit or get-
ting away with such an attempt e.g., creates highly emotional situations that
trigger rich social interactions allowing us to use Gamble as a test bed for in-
vestigating social behavior of an agent towards users and vice versa. Section 4
reveals insights gained from a first user study.

3 Gamble: The System

The architecture of our system can be seen in Figure 1 (right): The game server
is the central element. It manages turn order, collects announcements and casts
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Fig. 2. The game protocol. Depending on the players input,transitions between states

are initiated and corresponding output is sent by the game server to the different

clients.

from both the human players and the agent, calculates the results and sends all
relevant game information to the agent and the GUI. The input client gathers
the user input through the CamCup (actual cast) and the speech recognition
(announcements) and sends them to the game server. The Greta client contains
the agent’s behaviour control and animation generation. It sends the agent’s
announcement and cast to the game server and selects and generates the multi-
modal output to be displayed by the agent player.

3.1 Game Server

The communication between the game server and the other components is real-
ized via sockets, with the game server acting as a socket server while its clients
(input client, Greta client, GUI) are socket clients. It is written in Java and the
server’s protocol is implemented through a finite state transducer (see Fig. 2).

– STARTING: At the beginning of each round the server is in the state
STARTING. The server awaits no input from the clients but broadcasts
whose player’s turn it is now. At the beginning of a new game, this player is
randomly selected, after that it is always the player who lost the last round.

– GETVALUES: In state GETVALUES the server awaits a CAST and a BID
from the current player and a simple acknowledgement from everyone else. If
the bid is incorrect (i.e. it was lower than the previous player’s bid) the cur-
rent player loses instantly, the server broadcasts the round’s result (LOSER)
and switches back to state STARTING for a new round. However, if the bid
is correct, the server asks the next player to rate the current player’s bid and
switches to state BELIEVE.

– BELIEVE: If the next player answers YES, she becomes the current player
and the server broadcasts that it’s her turn. The state switches to GET-
VALUES. With an answer of NO on the other hand, the server compares
the current player’s cast and bid, determines the WINNER and switches to
state STARTING in order to start a new round.
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Fig. 3. The CamCup (left) and different GUI states (right). The cup is augmented by

a webcam which registers the casts. Basically, three GUI states can be distinguished:

(i) Rating announcements (left), (ii) casting dice by user (middle), (iii) casting dice by

agent (right).

3.2 Input Client

As mentioned above the input client gathers all the human players input and
sends it to the game server. There are two kinds of input: announcements and
casts. Announcements (bids and believe-statements) are received through speech
recognition while the dice casts are registered with the CamCup.

Speech recognition. A microphone is set between the players and records their
announcements. These announcements are then processed by the speaker inde-
pendent ESMERALDA speech recognition system ([10]) which was trained to
recognize all possible numbers and a few variations of ’yes’ and ’no’ like ’I believe
you’ or ’Never’. The result of the speech recognition process is then forwarded
to the input client.

The CamCup. The dice cup used by Gamble (see Fig. 3 (left)) contains an USB-
camera in order to recognize the dice cast. Once the dice recognition is started,
the camera takes one picture every 200 milliseconds and compares every pair
of successive pictures. If these two pictures do not differ, the dice recognition
assumes that ’the dice are cast’ and begins to analyze the last picture with a
blob coloring procedure. Once this procedure is complete the recognised cast is
returned to the input client as a two-digit number.

3.3 GUI

Gamble’s GUI is designed in Macromedia Flash and displays all relevant game
information to the users (see Fig. 3 (right)). Each player’s score is displayed by a
jigger which is more or less filled with a yellowish liquid. There are six different
’fill-states’ from empty (the player has not lost until now) to full (the player has
lost five times and the game is over if he loses once more) . Besides, the current
player is indicated by a small symbol next to her jigger: a pair of dice if it’s her
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Fig. 4. Setting the agent’s initial emotion (left, above) and its personality (left, below)

and visualising the agent’s emotional state (right)

turn to cast or a thought bubble with a question mark if it’s her turn to rate
another player’s announcement. To indicate that the agent is currently casting
the dice, a short video is shown.

3.4 Greta Client

The ECA supplied in Gamble is the Greta agent by Catherine Pelachaud2 and
colleagues ([8]). Controlling the generation of animations (facial and gestural
behavior) as well as speech is conversation triggered, i.e., by augmenting utter-
ances of the agent with special tags supplied by APML (Affective Presentation
Markup Language, [5]). Based on the utterance and the given tags, correspond-
ing facial expressions, gestures, and speech are generated and afterwards played
back with the agent player. To allow for a seamless interaction in Gamble, some
modifications were necessary.

Behavior control. Before generating the animations, the appropriate, i.e., context
and situation specific, verbal and non-verbal behaviors have to be decided on.
A Bayesian network is deployed for this reasoning process. Depending on the
evidence available, the network calculates probabilities for possible actions. A
turn in the game can roughly be divided into two phases: rating and announcing.
First, the announcement of the previous player has to be rated. This decision
is based upon (i) Greta’s current emotional state, (ii) the probability of the
announced result, e.g., the highest cast 21 has a probability of 0.056, (iii) the
number of times that the previous player was caught lying. If the agent believes
the previous player or has falsely accused him of lying, it has to cast the dice
next and announce a result. The announcement is based upon (i) Greta’s cast,
(ii) the probability of the necessary announcement, (iii) the number of times
Greta was caught lying, (iv) the agent’s emotional state.

The agent’s emotional state is influenced by its game success and by its
personality traits. Catching another player lying, getting away with a lie, or
being falsely accused of a lie and thus winning the round constitute a positive
emotional influence. Falsely accusing another player or being caught lying on

2 We are grateful to Catherine Pelachaud and her colleagues for their excellent support
and encouragement.
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the other hand constitute a negative emotional influence. The emotional model
is dimensional in nature (e.g., [14]) with one dimension denoting the arousal
of the accompanying emotion and the other dimension denoting its valence on
a positive/negative axis. The reason for the choice of this emotion model was
triggered by the abilities of automatic recognition systems for emotions to detect
those dimensions in physiological ([4]) or speech signals ([2]). It is planned to
test such recognition algorithms with the Gamble system. The agent’s initial
emotional state as well as its personality traits can be set before starting the game
(see Fig. 4 (left)). Instead of using a sophisticated personality model like the big
five (e.g., [12]), we take the dimensional model into account directly. The user
can determine modulator values for valence and arousal. These modulators allow
the agent different appraisals of a given situation. A high modulator value for
valence is interpreted as a highly emotion driven decision process changing fast
between positive and negative evaluation of a situation whereas a low modulator
value results in a more rational decision. The arousal modulator on the other
hand determines how capricious the agent reacts. A high value of the arousal
modulator results in a fast increase of the arousal level in a given situation
whereas a low value slows the increase down making the agent more phlegmatic.
The agent’s emotional state can be monitored (see Fig. 4 (right)) but is visible
to the user only by the agent’s behavior.

The information about the actual cast and the announcement are sent to
the game server. Output of the behavior module for the animation generation
is the result that will be announced by Greta, the emotional state of the agent
in terms of valence and arousal, and the current ability to mask a necessary lie.
Because it would be frustrating to play against an agent that is able to show a
perfect poker face, we modelled some facial clues of deceit that shall allow the
user to catch the agent lying (see Sec. 4.1). The ability to mask a necessary lie
depends in our model on the arousal and valence value of the emotional state,
on the probability for the announced result of the previous player, and on the
probability of Greta’s own announcement.

Animation generation. Among other things, APML allows for enriching the
utterance of an agent with information on the emotional state of the agent (e.g.,
surprised, sad), meta information about the dialogue context (e.g., greeting,
information), and gestural information (e.g., iconic for small). For the use in
Gamble the gestural repertoire was extended by German emblems described
in detail in the Berlin lexicon of german everyday gestures ([3]). The semantic
content of emblems is well defined because they generally are used instead of
words, conveying a specific meaning like the OK sign in the American culture
formed by thumb and index finger. Moreover, many emblems are especially suited
for a game context, because there exist specific emblems, e.g., for surprise or
disbelief which occur naturally in such a context. 30 emblems have been created
for Gamble.

Whereas APML allows for defining unlimited emotional facial expressions,
the current lip model which relies on recorded data restricts the facial expres-
sions to some basic emotions (anger, disgust, fear, joy, sadness, surprise, neu-
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tral). Thus, the information about the emotional state of the agent has to be
mapped to these basic emotions before generating the agent’s utterance. Ac-
cording to the current emotional state of the agent and the kind of statement
(belief/disbelief, announcement, comment), an utterance and an animation is
chosen from a database, which is then send to the agent player. To generate re-
alistic utterances for the agent, video recordings of human players were analysed
to gain a corpus of game relevant utterances. Next step is the use of a dynamic
template based speech generation approach that takes into account the emo-
tional state of the agent and generates appropriate utterances and animations
on the fly.

Agent player. In our modified version we established a client/server connection
between the animation generation and the agent player via sockets. The latter
is the client and waits for play-back instructions from the generation module.
Having received such an instruction the player loads the corresponding animation
and audio files. After finishing the play-back it switches into an idle mode and
awaits the next instruction. In order to make these idle phases look more natural
we implemented some idle movements (shifting, nodding, gazing around) for the
agent. When entering the idle state, the player randomly chooses and plays
an idle movement, depending on the agent’s current emotional state. For each
emotional state, at least three different variants of the idle movement exist.
Moreover, the strength of the movements can be modified, e.g., if arousal is very
high, the movement can be rendered more agitated and space consuming. If the
player receives a play-back instruction from the generation module while playing
an idle movement, the movement is blended into the new animation within 20
frames to grant a smooth transition between the two animations.

4 Gamble: The Test Bed

Gamble is a test bed for affective multiparty interactions which allows us to
investigate social behavior of an agent towards users and vice versa. The CASA
paradigm (Computers Are Social Actors, e.g., [16]) claims that agents are re-
garded and treated as social actors. Whereas in 1:1 interactions it was shown
that people tend to consider their ”traffic-rules” of social interaction, we know
little about scenarios in which more than one user is interacting with the same
agent at the same time. Gamble serves as a test bed for aspects of social in-
teractions and the remainder of this article we present some results from a first
evaluation study on deceiving agents, multiuser and affective interactions.

24 students from computer science and from communication science partici-
pated in this first user study. They were divided in 12 groups, each pair played
two sessions of 12 minutes ensuring that each participant played before and after
the agent. Thus, each participant had to lie to the agent some time in the game
and each had to rate the agent’s announcements. To ensure the participants
interest in the game, winning the game would earn them 5 Euros. The general
game information like actual cast, announced result, and success was logged
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during the game. The sessions were recorded on video and the videos have been
annotated considering for each player – human and agent – the utterances, the
gaze behavior, the role in the game at that moment in time, and if the player
was laughing. This last bit of information is used to train and test a system for
automatic recognition of emotion from speech.

4.1 Deceiving Agents

To win the game it is indispensable to sometimes deceive the other players and
to detect such attempts by the other players. Playing with an agent that is able
to conceal its attempts completely, might be not a very satisfactory experience.
Ekman [9] describes facial clues to deceit, that can only be controlled by the
most experienced liars. Some of these clues were modelled for the Greta agent
allowing it to control the level of concealment during the game. Thus, Gamble
allows us to investigate in a principled way (i) if users react at all to such facial
clues of deceit when an ECA shows these clues, and (ii) if this is the case, how
they react to and interpret these clues, e.g., as a malfunction of the system,
as an affront, or as a useful feature that makes the interaction more engaging.
Although a pilot study revealed that users react to such clues shown by an agent,
in the context of the game they seem to be far more engaged in the interaction to
pay any attention to these clues. A thorough discussion of the results obtained
by the first user study on this account can be found in [17]. Of course, also the
human players try to deceive the agent and consquently we will have to deal
with the question how to handle false expressions by the user, i.e. how to react
to them. Such a reaction is necessary if the agent has caught the previous player
lying. At the moment this situation is handled by predefined gloating behaviors.
E.g., the agent displays an emblematic gestures that is recognized as gloating
in Germany (holding the hand as an extension of the nose) and says “You have
lost”.

4.2 Multiuser Interaction

Furthermore, Gamble allows us to study emotional interaction within a multi-
party scenario with several human users – an aspect which has been largely
neglected so far. Our first study revealed the high engagement of the users in
the interaction with the agent and with one another. And although the game
is round-based and thus allows for a thorough control of turns, all kinds of
social behavior could be seen, from testing the agent’s domain competence over
commenting on the agent’s and/or the other player’s moves up to a collaboration
of players against the agent. What is evident in the video recordings of the first
user study is the acceptance of the agent as a competent interaction participant.

Gaze behavior is generally interpreted as an indicator of the user’s engage-
ment in an interaction. Annotating the users gaze behavior in the video record-
ings revealed a high interest in the agent (see [18] for a thorough discussion).
Overall, users looked 1.5 times longer towards the agent than to their human
interaction partner. Moreover, users accepted the agent as a social interaction
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partner although there is also a another real partner present. Users showed the
same gaze patterns as in natural interactions ([22]). As a speaker, they first
looked away and then towards the agents which was also described for human
face to face interactions. As a listener, they looked towards the agent during its
announcements which again is a natural behavior. At the moment, the agent
shows no active gaze behavior but only randomly gazes towards the users. Thus,
the results from the first user study will be used to develop a gaze model for
such a multiuser setting.

4.3 Affective Interaction

Additionally, using Gamble, we can create highly emotional situations, for ex-
ample when the agent blames the user for deceit or when the user detects such
an attempt and the agent has to react to it. Until now, there is some anecdo-
tal evidence from the video recordings for this effect. Reacting to an attempted
lie, e.g., with the utterance “Du hast einen totalen Knall”3 accompanied by a
gesture where the agent is waving a splayed hand to and fro in front of its face,
often elicits an appropriate reaction by the users, e.g., comments like “Ich wollt’s
mal versuchen”4 or “Hätt ja klappen können”5. In another example, the agent
starts swearing after the user has repeatedly caught it lying. This results always
in a big laugh from the users because it is an appropriate social behavior in the
context that was not expected from a technical artefact like an ECA and renders
the agent even more interesting. Consequently, Gamble enables us to investigate
how emotional signals employed by the agent are perceived by the human user.
In particular, we want to study how emotions need to be conveyed in order to
increase the user’s trust in an agent. Measuring the user’s affective states by
means of physiological sensors and automatic speech recognition system, we will
investigate how different expressive behaviors of the agent exert an influence on
these states.

5 Summary

In this article we presented an ECA system that engages two users in an enter-
taining interaction. Because of their ability to interact in a socially appropriate
manner, ECAs are well suited as a competent and natural interaction partner.
The agent in Gamble provides a number of engagement behaviors that are neces-
sary for drawing the users into the interaction. Its conversational behavior, i.e.,
ist ability to communicate by speech and gestures, was tailored to the domain by
analyzing video recordings of human players to create game relevant utterances
as well as by augmenting the agent’s gestural repertoire to allow for appropriate
accompanying gestures (German emblems). The agent’s collaborative behavior,

3 You are stupid.
4 I just wanted to try.
5 Could have worked.
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i.e., its ability to join the human players in the game of dice, renders it a compe-
tent game partner. Enhancing the behavior control by an emotional model and
some simple personality features, the agent’s behavior is no longer predictable
by the basic facts of the game like the probability of a cast, but becomes much
more interesting by enhancing the decision process with uncertainty factors. The
setting of the game (round based, played at a table) allows us to integrate the
agent in a natural way. Projecting it to a screen at the end of the table creates
the impression of sitting at the table together with the other players. What is
lacking in terms of engagement behaviors at the moment is an active gaze behav-
ior of the agent. The observations of the first user study show some similarities
with natural multiuser communication and also some peculiarities like increased
attention towards the agent. These observations will inform our gaze model for
the agent allowing for an even more engaging interaction.
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Abstract. Very large, high resolution, interactive screens—also known as 
interactive walls—can be used to deliver entertainment and advertising content 
that is qualitatively different from what is available in television, kiosk, or desktop 
formats. At a sufficient resolution and size, the touchable wall can offer the 
engaging interactivity of full-fledged entertainment software, but on a scale that 
enables new kinds of public experiences. This paper describes some of the 
opportunities enabled by what we believe to be a new computing medium in its 
own right. We also describe some of the new design challenges inherent in this 
medium, together with suggestions based on our own approach to those 
challenges. 

1   Introduction 

Since the advent of movies, audiences have experienced entertainment presented on 
large screens, with actors and events often appearing larger than life.  IMAX movies 
take the experience one step further; the content is specifically designed to encompass 
the viewer’s whole visual field, enveloping them in a nearly immersive experience. 
Despite this feeling of immersion, of course, the viewer does not participate; the 
audience is passive.  

On the other hand, video games and computer applications are highly interactive, but 
are usually relegated to the smaller physical formats of monitors or televisions. A few 
privileged users do have access to larger-format interactive screens such as 
SmartBoards, but these are rarely used as a medium for public entertainment. Where 
large interactive screens are deployed in public, they tend to feature the same sorts of 
content that would be found on a desktop computer, simply magnified onto a larger 
area.  In one type of installation, the touch interface may be simplified to its barest 
essentials—pressing buttons—putting a limit richness of possible interactions; in the 
other direction, the user can control a pointer, making for a much more flexible 
interface.  But typically, few accomodations are made for the difference in 
circumstances between desktop computing and interactive touch screens.  The same 
interface elements developed for a screen one foot wide—the menus and lists, the 
positioning of elements on screen and their relative proportions—are imported 
wholesale into a context where there is a much larger canvas, a different sort of pointer 
(the hand), and a different set of use cases. 
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We believe that large interactive displays will be effective only if the content is 
specifically designed to take advantage of the particular parameters of this medium. 
The overall scope of our research covers a range of applications, from large command 
and control screens, to group decision applications, to entertainment and advertising 
applications. The purpose of this paper is to discuss the latter, and show the 
opportunities and challenges involved with creating content that is large in size, 
highly detailed, directly interactive for multiple users, and usable by the general 
public. 

1.1   Defining the Interactive Wall 

Our definition of an interactive wall includes both physical size and resolution. Just as 
a true IMAX experience requires both a large screen and a higher resolution film 
stock, high quality large format digital experiences demand both a large size and very 
high resolution—a lot of pixels in a small physical area.  To create a large, high-
resolution screen, people typically tile together a number of high-resolution display 
elements.  Whether this is accomplished using front or rear projection, or by stacking 
up special monitors with very thin bezels, two problems immediately arise.  The first 
is the number of video inputs—what will drive all of the video ports?  The second is 
the sheer number of pixels involved—what will compute all the screen contents?  
There are few if any graphics cards that can generate a canvas many thousands of 
pixels across, with real-time performance. 

There are several approaches to these challenges, ranging from specialized signal 
fusion hardware [1] to low level software schemes for distributed rendering [2]. 
Because of limitations of these approaches, we used neither and created a higher level 
distributed rendering scheme (described in [4]) that allows us to distribute a very large 
high resolution application across a network of heterogeneous devices. Although we 
can scale much higher, our current screen is comprised of 8 1024x768 tiles running on 
4 PCs connected with our software.  This effectively creates a virtual PC capable of 
running at 4096x1536 resolution on a 10ftx4ft screen with very high 2D and 3D 
graphics performance and a low cost.  This resolution will be mentioned later when 
we compare desktop applications to potential wall applications, although our system 
supports different configurations and different display resolutions. 

Our approach is focused on supporting interactive content. To accomplish this, we 
built a very high resolution touch system, based on cameras, that senses the entire 
screen with a high sampling rate (greater than 120 Hz) and a precision finer than a 
fingertip. This setup allows us to control the virtual application with the same 
responsiveness one would expect from a mouse.  More recently, we have developed 
the system’s ability to detect and resolve multiple simultaneous touch inputs. We find 
this very exciting because it allows us to begin creating interfaces that can be used 
either separately or cooperatively. This aspect can be very important in public spaces 
where multiple people may want to interact with content simultaneously.   

To date, related projects have focused on the technological infrastructure—without 
adapting content to fit the new form factor—or they have addressed size and resolu-
tion issues independent of interactions [3][5]. We have found that the combination of 
all of the features of an interactive wall, working in concert, demands new approaches 
to content creation and application design. 
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The combination of the aforementioned features comprises what we believe to be a 
new medium with new capabilities.  In the remainder of the paper, we’ll discuss the 
application opportunities created by the wall medium; then we will describe the re-
lated challenges and some approaches to meeting these challenges.  

2   Opportunities for Interactive Walls 

In this section, we will discuss how large format interactive walls are qualitatively 
different from standard kiosks (which facilitate user interaction) and large passive 
displays (which emphasize a visual experience). We will discuss each of these ele-
ments separately to better explain the value of each. However, it is important to rec-
ognize that the best applications will be the ones that blend all the elements to create 
rich interactive experiences. 

2.1   Touch: Direct Experiences  

When you interact with a computing system you become engaged in an entirely dif-
ferent way than when you passively absorb information from a screen or a sign.  This 
is one of the primary reasons why computer entertainment exists, and it is also a prin-
ciple that has been put to work many times in, for example, educational software. 

An interactive wall that can be touched by anyone, using no special tools or skills, 
gives users the chance to shape an experience as they might with a computer, but on a 
scale similar to that of physical experiences.  Interactive walls can reward sustained 
attention, like computers do, but they can also support a more casual interaction pat-
tern than desktop computers do, because they forgo the small, delicate controls and 
the inert sitting posture.  On an interactive wall, even very broad physical input—such 
as waving a hand over something—can create large, dramatic results, results that are 
instantly shareable with others because of the public nature of the display. 

An interactive wall, if it allows multiple simultaneous touch inputs, may focus on 
bringing people together into entertaining activites in which they compete or cooper-
ate (a life-size game of Pong); or it might allow users to interact separately (a music 
store could have a wall that functions as a row of “listening stations”).  Interacting 
with users who are distant, perhaps standing at other walls, could enlarge the social 
dimension of the wall. 

Advertisers may use interactive walls as a way to get people more involved with a 
campaign or a product.  The content might involve: product information; games or 
prizes; demonstrations of a product (users could interact with virtual doubles of real 
products such as music players or cars); offering special functionality or “Easter 
eggs” to existing customers (of, say, a particular wireless device); and so forth. 

2.2   Large Size: Life Size Experiences 

A screen so big that it takes up a user’s entire field of view provides one of the most 
immersive experiences we can create, short of virtual reality goggles.  IMAX screens 
produce this effect for users who are many yards away, by deploying a truly enor-
mous screen.  In the case of an interactive wall, which is merely large, the enveloping 
nature of the experience is a byproduct of how close the primary users are.   
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Some applications benefit from a large size presentation simply because it makes 
more sense to present certain objects at a lifelike size.  For example, human beings 
have seldom been represented before in an interactive medium at a true scale.  With a 
wall, the user can be face to face with someone who appears to be standing right in 
front of them.  (In fact, with the right setup, it is possible to stage correct eye contact 
between two remote users.)  Because of factors like these, applications such as 
teleconferencing, distance learning, or remote business presentations may be more 
successful at wall-size than they have been in other form factors.   

Conveying aesthetic details or portraying relationships in space have presented 
challenges in the consumer-oriented visualization area.  But since even large objects 
such as cars can appear at near life size on a sizable interactive wall, there may be 
new viability for some forms of “virtual product showroom.”  For example, a home 
furnishings retailer might find a competitive advantage in offering customers an 
interactive experience of how their home would look, decorated and furnished 
differently, in a life-size virtual mockup.   

The number of and kind of users anticipated to approach the wall will guide the 
design of the wall’s size and shape. If we expect dense crowds around the wall, 
blocking lines of sight, we may want to make the display some feet taller than user’s 
reach.  This leaves space to display content, once the crowd has packed around the 
display.  Conversely, a wall intended for children may be built much shorter, and set 
closer to the ground. 

2.3   High Res: Life-Like Experiences 

Data density is important not just in scientific applications, with their complex 
information sets, but for entertainment and advertising as well: text elements, detailed 
photographs, generated graphics, images of fabrics and textures, and human faces all 
benefit from detailed presentation. A wall might feature incredibly detailed scenes, 
thousands of pixels across, whether recorded, artificially generated, or streamed live 
from another location.  Depending on the quality of the content, things onscreen may 
appear with near-ocular visual fidelity, as a result of a resolution that is multiples 
higher than what is available through DVD or HDTV. 

Designers may take high resolution into account to create “stations” for individual 
users, within the larger canvas of the wall.  When multiple users are standing shoulder 
to shoulder, interacting simultaneously, high pixel densities let us fit rich visual 
information into a manageably small space in front of each user. 

At the same time, the effects of user interactions should be designed to be large 
enough so that secondary users, standing behind the direct users, can share the 
experience—suggesting actions, gleaning information, or simply being entertained or 
informed. 

It is important to note that unlike in the case of most other screens, the person 
touching an interactive wall may be unable see the entire surface, except at a very steep 
viewing angle, and not all at the same time. Those standing farther back, of course, have 
a different experience: they see the whole wall at once, and for them, the users and their 
actions on the wall actually function as a part of the display—part of the experience. 
This is a feature that can inform design choices; an application (such as a puzzle) might 
involve a number of localized tasks for primary users to carry out, while users standing 
farther back have a special role because they can see the “big picture”. 
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2.4   Multi-user: Shared Experiences 

The user’s interactions, and the kinds of applications a wall can offer, take on a dif-
ferent light when we consider that, unlike most other public computer systems, which 
at least try to create a certain privacy, wall interactions are completely, unapologeti-
cally public.  Given the size, brightness, and the geometry of the wall, and given the 
fact that the users interact with relatively large motions of their hands and arms 
(rather than small motions of the fingers and wrists), both the input and the output of 
the wall are manifestly obvious to everyone around.  Wall applications will automati-
cally be spectacles. 

Laptop computers, ATMs, and airport kiosks are used in public places, but in a 
semi-private fashion (at least hopefully), because of the personal information they 
convey.  Wall applications, by contrast, will typically avoid any deployment of per-
sonal data.  In fact, this will be one the main attractions of the medium: as with pick-
up basketball games, strolling on a boardwalk, and karaoke, watching and being 
watched are both acceptable forms of participation in the public experience.  Walls 
will be appropriate wherever crowds are appropriate, or wherever one wishes to try to 
draw a crowd. 

We can define three criteria for a successful wall application: (a) it must attract—
and then entertain, sell to, or educate—interacting users (b) it must keep those users 
happy about performing their interactions in front of an actual or potential public (c) it 
must also perform an entertainment, selling, or education function for onlookers. 

By the lights of these criteria, interactive walls applications share more qualities 
with blackboards than they do with personal computers.  A blackboard in a hallway is 
a place to write, but also to be seen writing—people occasionally write there for their 
own understanding, but usually on behalf of (actual or potential) others as well.  It is 
the sense of being seen that consciously or unconsciously governs what is written.  A 
similar sensibility can be expected to influence users’ behavior as they interact with 
various wall applications.  

The arcade game provides a successful example of public computing, and one that 
satisfies the same three criteria: the user is entertained by the interaction; she is con-
scious of, and comfortable with, her role in creating a potential or actual public spec-
tacle; and others are free to look on.  These three factors considered together define 
the value of the device.   

2.5   Connectedness: Dynamic Experiences 

Some of the examples above describe instances where the wall supercedes a non-
interactive medium, and the dynamic nature of the display is used to create engaging 
interactions and spectacles. However, the content is also dynamic in another sense of 
the word; the contents of a networked display can be changed or updated more easily 
than standard signage. This is very important to advertisers who might want to change 
messages depending on audience, time of day, or business conditions. 

The same might be accomplished with passive digital signage (such as plasma 
screens). However, it’s important to note that unlike passive digital signage, touch 
screens also create information that can be sent back to content creators. The meas-
urement of touch feedback patterns can give content creators immediate access to the 
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reactions of their customers, which in turn can be used to enhance the content. For 
instance, one can imagine a marketing firm creating three different wall applications 
to advertise a new movie. These three applications can be distributed to three different 
test markets. After some time period, the marketing firm can use touch information to 
gauge the effectiveness of each application and distribute only the best application to 
all markets. 

3   Challenges and Approaches 

Having laid out some of the potential of the interactive wall as a medium, we will 
present some of the challenges which arise in developing content that uses the me-
dium effectively.  As we do, we will present various approaches to working through 
these challenges.   

3.1   Touch Interaction and Multiple Users 

The fact that a wall-size display can be interactive raises a number of questions for 
designers:  how will people know how to interact with it?  What will their initial ex-
pectations be, and will these be met?  What sorts of places are suitable for an interac-
tive wall? 

Touch interaction going beyond simple button-pressing is somewhat novel, but it 
can also be quite intuitive for most users (once they recognize that the wall is actually 
touchable). In our system, we chose to recognize only the simplest touch inputs: 
touching, releasing, and dragging objects on screen with a finger or a cluster of fin-
gers. We also support “waving away” certain items as our only supported “gesture”, 
but the gesture is optional. Requiring users—particularly casual users in a mall, air-
port, street environment, or museum—to learn a vocabulary of special gestures in 
order to interact sets the barrier to entry needlessly high.  Specialized gesture vocabu-
laries might be suitable to a command and control environment (though we question 
this as well); in an entertainment context, they are probably out of the question. 

The potential for simultaneous user interactions presents a new dimension for user 
experience—and a new design challenge. The same questions as above must be asked 
again in a different light:  will people realize that the wall can handle multiple 
touches? Operating on the assumption that they are dealing with a computer—and 
computers have a single input point—users might assume the contrary.  (A user study 
on questions like these would be very illuminating.)  What kinds of applications will 
engage multiple people, and not just a single user?  

There are very few standing guidelines for multi-user interactive experience, 
except, again, in the area of arcade games. From arcades, we do know that engaging 
applications, especially those that support and reward constant communication 
between players, can succeed. It is also important to keep learning time to a 
minimum, both so that newcomers feel entitled to try the game, and so that the 
onlookers—who themselves are crucial to attracting interest, and attracting new 
players—stay engaged, instead of dissipating in boredom as a new player tries to gain 
enough mastery to actually play the game.  When no one is playing, arcade games 
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typically feature an “attraction loop”, which demonstrates various important facts: 
that the game is available to be played; what kinds of experiences are available in the 
game; and even how to play.  We may want to offer a similar functionality for wall 
applications. 

From the software design perspective, we have added a layer of complexity by 
accommodating multiple users, each of whom might be performing multiple touches, 
all within the scope of one application. Most UI tools and packages are tuned for a 
situation in which one event arrives at a time, in a coherent sequence that representing 
the behavior of a single user.  We are unaware of any standard applications in which 
two or three mice simultaneously operate in a single application space, but that is 
precisely the situation that the multi-user interactive wall creates for the designer. 
Compounding this is the fact that unlike mouse pointers, which have an identity and a 
given position at all times, touches are ephemeral, disappearing and reappearing; it 
now becomes a task in itself to stitch together various touch signals into a coherent 
picture of user behavior. 

These considerations rule out certain styles of interface behavior, such as, for 
example, anything that is modal—i.e. any interface element which assumes it can get, 
or has got, exclusive control over the environment.  Menus, for example, are modal in 
most interfaces: a click opens the menu; another click, on a menu item, selects that 
item.  What about clicks elsewhere on screen?  They close the menu—in fact, that is 
the principal means of dismissing a menu we don’t wish to use. In a multi-touch 
environment, this logic (now a part of every GUI user’s muscle memory) is probably 
unsuitable, because events that are distant from me on screen should not be able to 
affect the state of “my” interface widgets.   

In fact, most of the classic interface widgets that are the standard components of a 
modern desktop GUI are built on a similar logic.  If we wish to use them, they need to 
be rewritten so that they do not assume a single-user environment.  But even if this is 
done, some of these widgets are unsuitable for the wall interface in the first place. 
Some of the reasons for this will become clear in our discussion of the challenges of 
the wall’s large size. 

The assumption of modality, however, is not restricted to GUI widgets. It is a core 
principle of desktop software design, and we must think carefully about how to avoid 
accidentally re-invoking this principle in a context where it is inappropriate.  

In Figure 1 (adapted from content at [6]), we show three possible software envi-
ronments. The left panel of Figure 1 depicts a number of buttons arranged along the 
top of a screen. One of the buttons has been selected, causing a product detail window 
to appear below. The scheme is typical of what we might find in a Macromedia Flash 
application on a website. Note that the menu system takes up the whole width of the 
application environment. This reveals one kind of modality assumption: it assumes 
exclusive rights to the entire upper edge of the (single-use) viewing port.  The product 
detail window takes up the rest of the space, again modally, covering up whatever 
might have previously occupied that real estate. This kind of logic works well in a 
single-user environment with a small screen, because it uses the limited screen real 
estate effectively. 
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Fig. 1. Layouts in different form factors 

In the center panel of Figure 1, the same kind of scheme has been naively applied 
to an interactive wall. The buttons are still ranged along the top of the screen—but 
this means that now, each user is closer to some of them, and farther from others. This 
probably doesn’t make sense if both users might like to work independently. And of 
course, the fact that the product detail window occupies most of the wall surface is an 
even greater impediment to multiple use.   

In the right panel of Figure 1, the menu system has been removed—or rather, the 
menuing function has been spread across the canvas, in the form of a product matrix. 
The users can now browse independently, even though there is a single product ma-
trix which they must share.  They simply browse different parts of the matrix, without 
preempting one another visually.  In this particular application, each user does not 
have total access to all the products from where he is standing; each product only 
exists at one spot on the matrix.  But that may be a reasonable design choice in this 
case; perhaps as a user physically moves rightwards, along the wall, they move to-
wards higher-priced cars.  The structure of the wall space reflects the continuum of 
products.  Now, moving one’s body is a meaningful action within that space, rather 
than an arbitrary artifact of a UI widget.  Software design in these kinds of scenarios 
might actually incorporate a notion of crowd flow. 

3.2   Designing at Scale 

Building compelling applications for a canvas the size of a wall presents a challenge 
which may surprise many designers.  Over the past few decades, just as most interface 
logic has been optimized for a single pointer, as mentioned above, most GUI design 
has assumed a relatively small, well-bounded interaction surface.  When the surface is 
small, we can assume that the whole space randomly accessible to the user’s eye, at 
almost no time cost.  This lets us put a clock in the corner, for example, for handy 
reference.  What’s less handy, however, is when the clock is eight feet away, and I 
have to move my whole body in order to read it.  As the cost of viewing access goes 
up, a static viewing target like the clock loses some utility. 

Similarly, in a compact desktop environment, designers take advantage of the small 
screen size and the user’s muscle memory when they create static click targets, such as 
menu bars, that the user can visit with their mouse pointer again and again, from any-
where onscreen, at a low navigation cost.  They place these targets at the edge of the 
screen when they can, to help the mouse pointer hit the target without overshooting.  
But in the new medium of an interactive wall, most of these optimizations must be un-
done, since the “cost structure” they are based upon has to be refigured.  
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For one thing, the edge of the screen is not privileged as a click target any more—the 
opposite is true, since the center of the screen is usually much more accessible from the 
average hand position. The existence of multiple users might mean that we need multiple 
copies of a common click target. Or, alternatively, we might do away with static click 
targets entirely, replacing them with controls that follow the user somehow, either by 
appearing in appropriate contexts, or by hovering near the area of the user’s interactions. 

3.3   Fleshing Out the Field of View 

Almost by definition, a media wall that is touch-interactive must have a high resolu-
tion—that is, a high pixel density—because it will be experienced from arm’s length, 
and we want to ensure significant quality and detail at that close range.  Surprisingly, 
however, this is not always the case.  We believe that designers should present the 
user with a rich visual experience as they use the wall, not afterwards, when they step 
back.  Of course, many command center installations, projected presentations, and 
other large displays are only intended to be viewed from across a room, and conse-
quently feature a fairly low pixel density.  But at arm’s length, those same densities 
translate into a sharp limit on the quality of the user’s visual experience. 

In our experience, single-projector interactive systems (such as Smartboard and 
similar solutions) suffer from a field-of-view problem—they expect users to touch the 
screen, but they do not offer a useful amount of visual information at that range.  (See 
the left-hand side of Figure 2.)  

 

Fig. 2. Necessary visible pixels as a function of distance 

We want to include enough visual information, and enough functionality, in a hu-
man see-and-touch range (perhaps three or four feet across), that a person can do 
something interesting, without having to walk around too much, or step back from the 
wall; all this requires high pixel density. Thus, the way we author any one area of a 
wall application, and the interactive elements we embed in the design, will often be  
constrained by the human viewing angle (as well as others physical factors, such as 
height and armspan). Density is also the feature that allows multiple users, interacting 
simultaneously, to have access to a reasonable amount of content even as they stand 
stand somewhat close together.  As a rule of thumb, we feel that there should be a 
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laptop screen’s worth of pixels (1024 by 768 or so) in the user’s vertical field of view 
as they stand at interaction distance, as shown in the right hand side of Figure 1.  

But at the same time, we must expect users at all distances, at all times; the same con-
tent which might seem suitable for presentation at a distance must also stand up to the 
scrutiny of users who are much closer in. Imagine a wall application for a car show.  The 
designer might put a large interactive video in the center of the wall, and smaller stations 
for interactive product information on either side. The interactive video is operated by a 
single user, but it is wide enough (perhaps six feet wide) that it can be seen by passersby. 

If we were to repurpose standard DVD-quality video for this application, and simply 
made it “big”, it would probably not be effective.  Passersby would be satisfied, because 
of the small portion of their field of view occupied by the (relatively) small amount of 
visual content. But for the primary user—the one who is running the show and creating 
the spectacle—there isn’t much visual pleasure in the experience.  The effect is similar 
to standing too close to a TV.  And for anyone interested enough to approach the wall, 
visual quality falls off quickly. And, in the case where the wall is not in use, running an 
attraction loop, the lack of visual quality may discourage interaction in the first place.  If 
it looks like a big-screen TV, people will probably assume that it is one. 

Broadly speaking, there are many situations in which the proportions of ordinary 
digital graphics should be reconsidered for wall-based designs. Figure 1 showed a web 
application with a matrix of cars [6]. The web application is optimized for an 800x600 
window. To fit in the available space, each car is represented by the low fidelity graphic 
shown on the left side of Figure 3. On a 2048x1536 wall display, the same matrix can be 
represented with a much larger number of pixels. If one keeps the relative sizes of all of 
the elements the same, each car can be—should be—represented a higher-fidelity ver-
sion such as the one on the right hand side of  Figure 3. 

 

Fig. 3. Different amounts of detail at different pixel densities 

The possibility for much higher fidelity—which is also a demand for that fidelity—
can create interesting challenges for content acquisition and creation, as all creative 
assets have to be created at different scales and resolutions than do web or print 
graphics. However, as Figure 3 shows, better art assets create better product depic-
tions and rich user experiences. 

4   Conclusion and Examples 

In the previous sections, we have described some of the advantages of large format 
displays as they pertain to entertainment and advertising, we have discussed some of 
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the challenges, and we’ve used abstract examples to describe some of our current 
thinking about how to approach these challenges. We are still very early in the proc-
ess of understanding the medium and refining our design choices, and we hope that 
these ideas will help others think about how to best design content for large screens. 

As with early word processing and web design, the first examples of content de-
signed for a new medium are not necessarily the best indicators of the eventual poten-
tial of that medium. Having said that, Figure 4 shows one example of what we have 
designed for our 4096x1536 touchable display. The depicted application is aimed at 
multiple users in a public environment, provides a rich visual experience at various 
distances, and is driven by intuitive touch interaction. 

We are using this application, and others like it, to explore the medium and define 
approaches that work best for the form factor. These applications also serve as a basis 
for user studies into the usability of large, public, multi-user displays. We hope to 
present the results of those investigations in the future. 

 

Fig. 4. One example of an interactive advertising and entertainment application 
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Abstract. This paper presents a generic-model based human-body modeling
method which take the anatomical structure of the human body into account. The
generic model contains anatomical structure of bones and muscles of the human
body. For a given target skin mesh, the generic model can be scaled according to
the skin, and then morphed to be fitted to the shape of the target skin mesh. After
an anchoring process, the layered model can be animated via key-framing or mo-
tion capture data. The advantage of this approach is its convenience and efficiency
comparing to existing anatomically-based modeling methods. Experimental re-
sults demonstrate the success of the proposed human-bodymodeling method.

Keywords: Anatomically-based modeling, human body modeling, generic model.

1 Introduction

Modeling and deformations of human bodies remain one of the main challenges in the
field of computer graphics. The human body is biologically complex, which consists of
more than 200 bones and 400 muscles [1]. Additionally, we are subconsciously sensitive
to the details of human bodies because we are extremely familiar to our bodies.

Fortunately, users concern only about the skin deformations of the human body in
most graphics applications. Human skin can be modeled as parametric surfaces by using
existing commercial software, or be acquired via 3D laser scanners. Given a skin mesh
in a static pose, animators could either employ the widely used method – skinning, or
more complex anatomically-based method, to animate the skin.

Skinning is the most common method for generating of skin deformations in games
and interactive systems, it has many names including SSD, enveloping, smooth skinning,
transform blending, matrix blending and linear blend skinning. While this method is
very fast and widely supported by commercial applications, it cannot represent complex
deformations and suffers from “collapsing joint” and “candy-wrapper” defects [2,3]. At
the same time, adjusting weights of the skeleton to the skin vertices is a tedious and
time-consuming task.

Alternatively, anatomically based approach can also be used to animate the skin. We
can insert bones, muscles, and sometimes fat tissues below the given skin mesh, and uti-
lize physically based method to simulate skin deformations [4,5,6,7]. This anatomically-
based method mimics the layered deformation way of real humans, thus can produce

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 203–214, 2005.
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detailed and realistic skin deformations. Anatomically based method is not so popular
as skinning, because it requires the user designing the bones, muscles, and sometimes
fat tissues individually, and fine-tuning the muscle shapes carefully, in order to fit those
underlying structures to the skin mesh.

Example-based method is another competitive way for generate skin deformations.
If we have obtained a series of scanned body poses via scanning, we can use the
algorithm described in [8] to interpolate those poses, to produce very realistic skin de-
formations. While this approach can produce detailed and realistic skin deformation
effects, it faces the retargeting problem: we can only capture the skin deformations of
a specific human body at a time, and cannot easily retarget the captured deformations
to the skin of a different human body. Furthermore, this approach is not suitable for
the situation that a body shape is only in the animator’s mind and doesn’t exist at all,
because we have no way to scan an imaginary body.

Inspired by related work on facial animation [4,5,6] and horse modeling [7,9], we
present an improved anatomically-based modeling method. We uses a generic model to
simplify the construction process of human anatomical structures. Our method inherits
of the advantages of anatomically-based modeling approach and is easier to implement.

Our method involves the following five steps: (1) Design the generic model; (2) Ob-
tain the target skin mesh. The target skin mesh could either be modeled with commercial
modeling software, or directly obtained by scanning a real person using 3D scanners;
(3) Design the skeletons of the generic model and that of the target skin by using the
interactive tool we have developed for skeleton design; (4) Fit the generic model to the
skin mesh; (5) Anchor skin vertices to underlying components, then animate the skin
mesh.

The next section introduces related work on human body modeling. Section 3 intro-
duces how to prepare the generic model and the target skin mesh. Section 4 introduces
the method we use to fit the generic model to the target mesh. In section 5, we introduce
how the final model can be animated. Experimental results are shown in section 6. We
conclude in section 7 with the future work.

2 Related Work

There are many ways to classify related research work that are most related to ours. We
describe them in three classes: generating skin upon underlying components; deforming
pre-existing skin; and deforming skin by examples.

The first class attempts to extract the skin from underlying components such as
bones and muscles, it generally use implicit surfaces to represent the skin. Implicit
surfaces are frequently utilized to model organic forms. Many researchers have used
implicit surfaces to represent the skin. Blinn [10] used implicit surfaces generated by
point skeletons with an exponentially decreasing field function to model his “blobby
man”. Bloomenthal [11] modeled a hand containing veins with convolution surfaces.
He used polygons and lines as primitives. Yoshomito [12] used ellipsoidal metaballs to
model the skin of a ballerina which produced realistic-looking shape. More recently,
Scheepers et al. [13] and Wilhelms et al. [14] also used implicit functions to extract the
skin from underlying structures.
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Deforming pre-existing skin is the second class of human body modeling. If we
have modeled a skin with modeling system, e.g. Maya, or have acquired a skin mesh
from a real person using 3D laser scanners, we may face the problem of how to de-
form that skin. Many researches have been done to solve this problem. Komatsu [15]
applied a continuous deformation function with respect to the joint angles to deform
the control points of a skin mesh represented by Bezier patches and Gregory patches.
Magnenat-Thalmann et al.[16,17] introduced the concept of joint-dependent local de-
formation or JLD, to deform existing skin algorithmically. Thalmann and Shen [18]
formulated skin as cylindrical contours, they obtained smooth deformations of human
trunk and limbs by setting the orientation and position of each contour. Schneider and
Wilhelms [9] described a hybrid modeling method based on anatomy. They specified
hierarchical skeleton, individual bones, muscles and generalized tissues below an ex-
isting skin, and used a physically based method to deform the skin. Simmons et al. [7]
proposed generic-model based method to deform the pre-existing skin of a horse . They
first deformed the skeleton and bones, and then fine-tuned the muscle shape, in order to
fit them to the skin. Skinning [19,2,20,3] is the most popular method to deform existing
skin mesh, it defines the deformed vertex of the skin mesh as a weighted summation of
the transformations of subspace.

The development of range scanning technologies has make it possible to scan a
whole body in several minutes with satisfactory accuracy. Given a variety of scanned
poses of a human body, Allen [8] successfully blended those poses, which produced
smooth and highly-realistic skin deformations. Sand et al. [21] described a method
for acquiring deformable human geometry from silhouettes. Body shape can be re-
constructed and new body shape can be synthesized using a normalized radial basis
function (NRBF).

Our method falls into the second class. We focus on how to deform a hand-made or
range-scanned skin mesh efficiently and realistically, by using a generic model which
contains bones and muscles of a human body. A detailed discussion on the unique of
our method can be found in section 7.

3 Preparation of the Generic Model and Target Skin Mesh

The generic model plays an important role in our scheme. It consists of basic bones
and muscles of the human body. The generic model will be used to semi-automatically
reshaped according to a given skin mesh. The basic rules for establishing such a generic
model are: Firstly, it should be general enough to represent the basic structure of bones
and muscles of a human body; Secondly, anatomical accuracy of the generic model is
not crucial, because our interest finally lies in the skin. More accurate anatomical struc-
ture will lead to slower speed in the final animation process; Thirdly, the generic model
should stand at a muscle-relaxed pose, in which all muscles are placed on the bones in
a state of relaxation. It is very helpful for simplifing the muscle animation process.

3.1 Generic-Model Design

Many ways can be used for designing the generic model (Fig. 1). It can be modeled
with commercial modeling systems like Maya, SoftImage or 3DMax by artists. Basic
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(a) (b) (c)

Fig. 1. The left two figures illustrate the generic model that we designed. (a) Frontal view. (b) Rear
view. The right figure shows the designed skeleton of the generic model. The skeleton is designed
interactively by using the graphics tool we developed. Muscles are not shown for clarity.

knowledge of human anatomy [1] is required to model the generic model properly.
Alternatively, we can also make use of existing volume database of human bodies [22],
and use reconstruction algorithms to construct the generic model from scanned volume
data [23].

We have modeled the generic model with 3DMax referring to anatomy books [1].
Each bone or muscle are individually modeled. The final generic model consists of
176 individual bones and 186 individual muscles. Bones and muscles are modeled as
triangular meshes. Currently, we only model skeletal muscles. Cardiac muscles and
smooth muscles are not modeled because we do not take facial and organic animation
into account.

3.2 Skeleton Design

Skeleton can be used to name the bones of a human body that are attached to each other
by joints, or the stick figure representing the positions and orientations of the joints
that build up the articulated figure [24]. We follow the second meaning in this paper. A
skeleton should be embedded into the generic model(Fig. 1), and will be used later to
transform the generic model in order to fit the generic model to the skin.

The task of skeleton design is to specify the skeleton parameters SCi = {Pi, Oi},
i = 0, 1, ..., n− 1, where Pi ∈ R3 is the joint position, Oi ∈ S3 is the joint orientation,
and n is the joint number. We have developed a tool which can be used to interactively
specify the skeleton parameters.

3.3 Muscle Parameter Design

Muscles of the generic model are modeled as irregular triangular meshes, several pa-
rameters should be assigned to each muscle, because those parameters are important
in the muscle morphing and animating stages. Before we introduce the muscle parame-
ters, we first introduce four terms referring to the characteristics of muscle deformations
(Fig. 2(a)): origin, insertion, belly and action line [1].

A skeletal muscle may attach a bone to another bone (often across a joint) or a bone
to another structure, such as skin. When the muscle contracts, one of the structures usu-
ally remains stationary, while the other moves. The origin of the muscle is the muscle
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(a) (b) (c) (d)

Fig. 2. (a) Muscle parameter design. The muscle is shown in red. The small green and blue sphere
represent the origin and the insertion respectively. The five small yellow spheres represent the
points on the action line. The bones shown in blue and green are the origin bone and the insertion
bone respectively. (b)-(d): The muscle resampling process. (b) The original shape of bicep muscle
with seven points on the action line. (c) Intersections between rays emitted from the middle five
point on the action line and the original muscle mesh. (d) The reconstructed muscle shape with
Phong Shading.

end that attaches to the stationary structure, usually bone. The insertion of the muscle
is the muscle end that attaches to the moving structure.The belly of the muscle is that
part of the muscle between the origin and insertion. The action line of the muscle is a
spline starting from origin to insertion, it will be used to simulate muscle deformation.

The parameters of a muscle can be expressed as Mi = {O, I, Qj, Bo, Bi, Po, Pi},
where Mi is the parameters related to the ith muscle, O is the origin, I is the insertion,
Qjs (j ∈ [1, 5]) are the five points on the action line, Bo is the origin bone which
is the bone that the origin attached to, Bi is the insertion bone which is the bone
that the insertion attached to, Po and Pi are the origin and insertion of the muscle
respectively. Those parameters are interactively designed by using the designing tool
we have developed. Designing the parameter Mi for each muscle is a time-consuming
task. But fortunately, it need be done only once.

3.4 Target Skin Mesh

The target skin mesh is the target mesh that we want to animate. It could be modeled
with current modeling systems, or be obtained from digital skin model library produced
by scanning real human bodies using 3D body scanners like CyberWare WB4 [25]. The
previous method is more flexible, but is time-consuming, which requires the modeler
has experience on modeling and art design; the latter method can produce more realistic
human skin, but is not so flexible as the previous one. Our generic-based modeling tech-
nique is suitable for both methods. In our work, we have modeled the target skin with the
latter method as an example. The target skin mesh is downloaded from Cyberware [26].

4 From Generic Model to Specific Target Skin

In this section, we introduce the method that we use to fit the generic model to an
existing skin mesh. Our method consists of 4 steps: Firstly, design the skin skeleton;
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Secondly, scale the generic model according to the skeletons of the generic model and
the skin; Thirdly, resample the irregular triangular mesh of each muscle to regular shape
that is suitable for morphing and animating; Finally, morph the scaled muscle shapes so
that they will be properly fitted to the skin.

4.1 Skin Skeleton Design

A skeleton should also be embedded into the target skin, which is very important to
the following process for generic scaling (section 4.2) and the animating stage (sec-
tion 5). The design process for skin skeleton is similar to the one described in sec-
tion 3.2. We interactively specify the parameters of the skin skeleton SSi = {Pi, Oi},
i = 0, 1, · · · , n − 1, where Pi ∈ R3 is the joint position, Oi ∈ S3 is the joint ori-
entation, and n is the joint number. During the skeleton designing process, the skin is
rendered translucently to assist the user specifying the location and orientation of each
joint clearly. Fig. 3(b) show the designed skeleton of the skin mesh.

4.2 Generic Model Scaling

In order to fit the generic model to the skin, we first scale the bones and muscles of the
generic model. The scaling algorithm consists of the following five steps:

1. Group bones of the generic model.
2. Transform bones to local joint coordinates.
3. Scale the bones of each segment.
4. Change the skeleton of the generic model.
5. Scale muscles.

We start the scaling process by grouping bones of the generic model. The bones
that lie between two joints are assigned to the parent joint , e.g., bones between hips
and chest are assigned to hip joint, and bones between chest and neck are assigned to
chest joint.

In step 2, the grouped bones are transformed to the local coordinate system of their
associated joints. If the accumulated matrix of the coordinate system of a local joint is

(a) (b)

Fig. 3. (a) The target skin mesh. (b) The skin skeleton has been designed.
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Mi, then the transformed bone vertices are M−1
i ·vj , j = 1, 2, · · · , n, where vjs are the

bone vertex.
In step 3, the transformed bones of each segment are scaled according to the segment

lengths of the generic-model skeleton and the skin skeleton. Segment length is defined
as the Euclidean distance between the two joints that a segment attached to. Each bone
is scaled by Sij = LSi/LCi along the segment direction pointing from the parent
joint to the children joint, where Sij is the scale factor of the jth bone in ith segment,
LSi and LCi are the lengths of the ith segment of the generic-model skeleton and of the
skin skeleton, respectively. The scale factor along the other two orthogonal axises of the
local coordinate system are also scaled by Sij , but they can be interactively modified
by the user. Fig. 5(b) and Fig. 5(c) show the bones of the generic model before and after
the transformation and scaling process.

In step 4, the generic-model skeleton should be changed to have the same param-
eters as the skin skeleton, i.e., SCi = SSi, i = 0, 2, · · · , n − 1, where SCi and SSi

represent the skeleton parameters of the generic model and of the skin individually.
Finally, all muscles should be scaled after the scaling process of bones. Muscle

shapes will be resampled and morphed. The according transformation matrix can be
represented by equation 1.

Mi = MR · MT · M−1
0 · Ms · M0 · v (1)

where:
Mi is the according transform matrix of the ith muscle.
M0 is the transform matrix that transforms the origin of the muscle to the global

origin ,and the origin− insertion vector to the Z axis of the global coordinate system.
MS is the scale matrix, the scale factor of Z axis is Sz=LMS/LM0, with Sx =

Sy = 0.4 ∗ Sz . Here, LMS is the Euclidean length between the associated origin bone
point and insertion bone point of the ith muscle in the scaled generic model, LM0 is
the Euclidean length between the associated origin bone point and insertion bone point
of the ith muscle in the original generic model. The scale factor in X and Y direction
is set be small enough to make sure hat the muscle would lie between the skin. We set
the scale factor to 0.4 in our experiment, which produced satisfactory results.

M−1
0 is the inverse matrix of M0, which translates the muscle back to its original

position from the global origin.
MT is a transform matrix that translates the muscle from its unscaled origin bone

point to the scale origin bone point.
MR is the transform matrix that rotates the muscle along axis OA with angle θ,

where OA = OI × OsIs, and θ = acos( OI·OsIs

|OI|·|OsIs| ).

4.3 Muscle Resampling

Because muscles of the generic model are modeled as irregular triangular meshes, they
should be resampled and changed to another form that is suitable for morphing and
animation. In this section, we introduce our muscle resampling method that can sam-
ple each irregular triangular muscle shape to a regular one. It consists of five ellipses
and two extreme points, say, the origin and the insertion(Fig. 2(b)). The resampling
algorithm consists of five steps:
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1. Fit Bezier curve to the points on the action line.
2. Shoot rays from each point on the action line.
3. Calculate intersections between each ray and the muscle meshes.
4. Fit ellipse to the intersections.
5. Reconstruct and render the resampled muscle meshes.

First, we fit a Bezier curve to the seven action line points by solving a set of linear
equationsusingth the Gauss-Jordan elimination method [28].

Then, we shoot rays from each point on the action line in their normal planes.
Twenty rays are shot from each point, the angle between adjacent rays are α = 2π/n,
n = 20. More rays can produce more accurate shape but will also slow down the
sampling speed.

In the following step, the intersections between the rays from each action line point
and the skin mesh are calculated using Möller’s method[29], which is one of the fastest
ray-triangle intersection algorithms. A ray R(t) with origin O and normalized direction
D is defined as R(t) = O + tD, and a triangle is defined by three vertices V0, V1 and
V2. A point T (u, v) on a triangle is given by T (u, v) = (1 − u − v)V0 + uV1 + vV2.
Computing the intersection between the ray, R(t), and the triangle, T (u, v), is equiva-
lent to R(t) = T (u, v), which yields:

O + tD = (1 − u − v)V0 + uV1 + vV2 (2)

The final solutions can be obtained through the following equation using a trick and
Cramer’s rule: ⎡

⎣ t
u
v

⎤
⎦ =

1
P · E1

⎡
⎣Q · E2

P · T
Q · D

⎤
⎦ (3)

where E1 = V1−V0, E2 = V2−V0 and T = O−V0, P = (D×E2) and Q = T ×E1).
In step 4, we fit ellipse to the sampled intersections calculated in the previous

step using the method proposed in [30] which is ellipse-specific, extremely robust, and
efficient.

In the final step, we reconstruct the resampled muscle shape and render it with
Phong shading. Fig. 2(b)-(d) illustrate this muscle resampling process.

4.4 Muscle Morphing

After the scaling and resampling process, muscles have been aligned properly to the
skin skeleton, and are ready for muscle morphing.

Currently, we simply use a iterative method to morph the muscles. Because muscles
have been scaled down under the skin mesh, we dilate each elliptic slice of muscles with
a small step δd until the slice is found to be out of the skin mesh, then we shrink the slice
with a smaller step δs until the slice is shrunk into the skin mesh again. This process is
very similar to the one described by Baraff to detect the colliding contact point during
the process of physically-based simulation [31]. Fig. 5(e) shows the generic model and
the skin mesh after the muscle morphing process.
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5 Animating Target Skin Mesh

After finishing previous steps, we have fit a generic model to the target skin mesh.
Then the anatomically based method proposed by Wilhelms et al. [14]could be used to
animate the target skin mesh.

The target skin is anchored to the underlying bones and muscles, which is called
an anchoring process. Each vertex in the skin represented with triangle meshes is as-
sociated with the closest underlying bones and muscles. And then skin vertices are
transformed into the space among the planes of the two slices of a muscle through a
parametric trilinear transformation. To simulate the elastic effect of skin, springs can
be embedded into the skin vertices. Each edge of the triangle mesh of the skin is consid-
ered to be a spring with a certain rest length and a stiffness. These springs are brought
into equilibrium by means of a series of relaxation operations. Users may refer to [14]
for more detailed description.

6 Results

The graphics interface we have developed is written in C++. The generic model and
skin are shadered with OpenGL and Cg.

Our program run on a Pentrium 4 computer with 1.8G CPU, 512Mb RAM and
GeForce FX5200 graphics card. We spend about two minutes on designing the skeleton
of the generic model, one hour on designing muscle parameters. These two steps need
be done only once by experienced animators, and then the parameters of the skeleton
and muscle are saved as text files on the disk, which can be reused by the user later. Less
than one minutes is taken to scale the generic model according to the target skin. The
muscle resampling process takes about three minutes, and muscle morphing process
takes about four minutes.

Fig. 4 shows the graphics interface that we have developed. Fig. 5 shows the main
process of how the generic model is fitted to the target skin. Fig. 5(a) shows the skin
model of John. Fig. 5(b)shows the skin model along with the initial generic model.
Notice that the bones of the generic model are away from the corresponding parts of
the skin. In Fig. 5(c), the bones of the generic model have been transformed and scaled
according to the skin mesh of John. Fig. 5(d) shows the generic model in the skin after
the muscle scaling process. Fig 5(e) shows the final model after the muscle morphing
stage. Fig 6 demonstrate how the generic model is semi-automatically reshaped to Eric’s

Fig. 4. The graphics interface we developed
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(a) (b) (c) (d) (e)

Fig. 5. Given a skin mesh, the generic model can be semi-automatically transformed according
to the shape of the skin. (a) The skin model of John. (b) The skin model with the generic model
before transformation. (c) After transformation and scaling of bones of the generic model. (d)
After muscle scaling process. (e) The final generic model after muscle morphing.

(a) (b) (c) (d) (e)

Fig. 6. The same process as in Fig. 5, but with difference skin mesh of Eric’s

Skin. These two examples show that the generic model had been successfully fitted to
the target skin mesh.

7 Conclusion and Future Works

In this paper, we proposed a generic-model based human-body modeling method. The
generic model need to be constructed only once by skilled modelers, users are not re-
quired to concern about this process. Given a new skin mesh, the generic model can
be semi-automatically reshaped according to the shape of the skin. There are very little
work remains for the users to do. Generic-model based method is helpful for construct-
ing model human bodies with anatomical structure in a easy and fast way.

The limitations of our method include: (1) The muscle morphing algorithm is rela-
tively slow and should be improved in the future; (2) We do not consider the
deformations of head, hands and feet; (3) The shapes of bones and muscles are just
an approximation, no proper criteria have been established to guide our generic model
scaling and muscle morphing process.

Our future work include: design new algorithm to accelerate the muscle morph-
ing process, establish adequate criteria to guide the generic model scaling and muscle
morphing process.
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8. B. Allen, B. Curles, and Z. Popvić. Articulated body deformation from range can data. ACM
Transactions on Graphics, 21(3):612–619, July 2002.

9. P. J. Schneider and J. Wilhelms. Hybrid anatomically based modeling of animals. In Proc.
of Computer Animation’98, pages 161–169, June 1998.

10. J. Blinn. A generalization of algebraic surface drawing. ACM Transactions on Graphics,
1(3):235–256, July 1982.

11. J. Bloomenthal. Hand crafted. Siggraph Course Notes 25, 1993.
12. S. Yoshimito. Ballerinas generated by a personal computer. The Journal of Visualization and

Computer Animation, 3:85–90, 1992.
13. F. Scheeppers, R. E. Parent, W. E. Carlson, and S. F. May. Anatomy-based modeling of

the human musculature. Computer Graphics (Pro. of SIGGRAPH’97), 31:163–172, August
1997.

14. J. Wilhelms and A. Van Gelder. Anatomically based modeling. Computer Graphics (Proc.
of SIGGRAPH’97), pages 173–180, 1997.

15. K. Komatsu. Human skin model capable of natural shape variation. The Visual Computer,
3(5):265–271, March 1988.

16. N. Magnenat-Thalmann and D. Thalmann. The direction of synthetic actors in the film
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Abstract. We present a new approach for recognizing facial expressions based 
on two dimensions without detectable cues such as a neutral expression, which 
has essentially zero motion energy. To remove much of the variability due to 
lighting, a zero-phase whitening filter was applied. Principal component 
analysis(PCA) representation excluded the first one principal component as the 
features for facial expression recognition regardless of neutral expressions was 
developed. The result of facial expression recognition using a neural network 
model is compared with two-dimension values of internal states derived  from 
ratings of facial expression pictures related to emotion by experimental 
subjects. The proposed algorithm demonstrated the ability to overcome the 
limitation of expression recognition based on a small number of discrete 
categories of emotional expressions, lighting sensitivity, and dependence on 
cues such as a neutral expression. 

1   Introduction 

Models for recognizing facial expressions have traditionally operated on a digitized 
facial image or a short digital video sequence of the facial expression being made, 
such as neutral, then happy, then neutral [1,2,3,4,5,6]. In general, recognition from 
video is more accurate than recognition from still image. Video captures well facial 
movements that deviate from a neutral expression. Therefore, many models for 
recognizing facial expressions are based on recognition from video, although there 
has also been work on recognition of facial expression using still images.  

Most of the methods for recognizing facial expressions need reliably detectable 
cues such as a neutral expression, requiring it to be relatively uniform. All require the 
person’s head to be easily found in the video. Therefore, continuous expression 
recognition such as a sequence of “happy, angry, surprise” was not handled well. And 
the expressions must either be manually separated, or interleaved with some reliably 
detectable cues such as a neutral expression. 

Facial expression recognition models to date have treated emotions as discrete in 
the sense that they try to classify facial expressions into a small number of categories 
such as “happiness” or “surprise” [1,2,3,4,5,6,7,8]. The data in the experiments of the 
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models are “pure” in the sense that a user willingly or naturally tried to express 
exactly one emotion. There is no guarantee that the facial expression recognized as 
sad corresponds to any genuine affective state of sadness. A feeling of sadness can 
occur in both “lonely” and “grief”. Categories may be fuzzy in the sense that an 
element can belong in more than one category at once. Therefore, discrete categories 
of emotions can be treated as regions in a continuous emotion space. 

In this study, we present a new approach for recognizing facial expressions based 
on pleasure and arousal dimensions without detectable cues such as a neutral 
expression. In Section 2, we introduce the facial expressions in terms of two 
dimensions. In Section 3, firstly to remove much of the variability due to lighting, we 
apply a zero-phase whitening filter to the images. Secondly, we propose a principal 
component analysis(PCA) representation excluded the first one principle component 
as the features for facial expression recognition regardless of neutral expressions. In 
Section 4, we discuss the result of facial expression recognition using a NN model 
that is compared with pleasure and arousal dimension values of internal states derived 
from ratings of facial expression pictures related to emotion by experimental subjects.  

2   Facial Expressions Based on Two Dimensions  

Although emotional expression is highly varied, many theorists view its motivational 
basis as having a much simpler. There are two types in the previous studies of 
emotion model. They are the basic emotion model and the dimension model. So far, 
the studies of facial expression recognition have used six basic emotions developed 
by Paul Ekman and his colleagues [9]. The six basic emotions are happiness, surprise, 
fear, disgust, sadness, and anger. Their basic theory that links the facial expressions to 
these six categories. There is no guarantee that a user willingly or naturally tried to 
express exactly one emotion. 

The dimension model explains that the emotion states are not independent one 
another and related to each other in a systematic way. This model was proposed by 
Russell [10], who argued that the dimension model can be applied to emotion 
recognition from facial expression [11]. The dimension model also has cultural 
universals and it was proved by Osgood, May & Morrison and Russell, Lewicka & 
Niit [12, 13]. 

In the Kim Younga et al. study [14], the dimension study about internal states 
through the semantic rating  of emotion words which indicates two dimensions: 
pleasure(P)-displeasure(D), arousal(A)-sleep(S). The result of the dimension analysis 
of  emotion word related internal states is shown in Figure1. The face images used for 
this research were a subset of the Korean facial expression database[15]. The data set 
contained 500 images, 3 females and  3 males, each image using 640 by 480 pixels. 
Examples of the original images are shown in figure 2. 

Expressions were divided into two dimensions according to the study of internal 
states through the semantic analysis of words related with emotion by Kim Younga et 
al.  using 83 expressive words. Each expressor of females and males posed 83 internal 
emotional state expressions when 83 words of emotion are presented. 51 experimental 
subjects rated pictures on the  degrees of expression in each of the two dimensions on 
a nine-point scale. The images were labeled with a rating averaged over all subjects.  
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Fig. 1. The two dimensions of emotion 

 

Fig. 2. Examples from the facial expression database containing 83 posed  internal emotional 
state expressions 

3   PCA Representations for Facial Expression Recognition 

3.1   Preprocessing for Illumination-Invariance 

The face images used for this research were centered the face images with coordinates 
for eye and mouth locations, and then cropped and scaled to 20x20 pixels. The lumi-
nance was normalized in two steps. First, a “sphering” step prior to principal compo-
nent analysis is performed. The rows of the images were concatenated to produce 1 ×  
400 dimensional vectors. The row means are subtracted from the dataset, X. Then X is 
passed through the zero-phase whitening filter , V, which is the inverse square root of 
the covariance matrix: 
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This indicates that the mean is set to zero and the variances are equalized as unit 
variances. Secondly, we subtract the local mean gray-scale value from the sphered  
each patch. From this process, W removes much of the variability due to lightening. 
Figure 3(a) shows the cropped images before normalizing. Figure 3(b) shows the 
cropped images after normalizing. 

                
(a)                                                                           (b) 

Fig. 3. (a) The cropped images before normalizing. (b) The cropped images after normalizing 

3.2   Principal Component Analysis Representation  

Some of the most successful algorithms for face recognition applied PCA representa-
tion are “eigen faces[16]” and “holons[17]”. These methods are based on learning 
mechanisms that are sensitive to the correlations in the face images. PCA provides a 
dimensionality-reduced  code that separates the correlations in the  input. 

           
                              (a)                                                                      (b) 

Fig. 4. (a) PCA representation only included the first 1 principle component (b) PCA represen-
tation excluded the first 1 principle component 
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In a task such as facial expression recognition, the first 1 or 2 principal components 
of PCA do not address the high-order dependencies of the facial expression images, 
that is to say, it just displays the neutral face. Figure 4(a) shows PCA representation 
that included the first 1 principle component. But selecting intermediate ranges of 
components that excluded the first 1 or 2 principle components of PCA did address 
well the changes in facial expression (Figure 4(b)).  

Therefore, to extract information of facial expression regardless of neutral expres-

sion, we  employed the 200 PCA coefficients, nP , excluded the first 1 principle com-

ponent of PCA of the face images. The principal component representation of the set 

of images in W in Equation(1) based on  nP  is defined as nn PWY ∗= . The ap-

proximation of W is obtained as: 

T
nn PYW ∗= .                                                       (2) 

The columns of W  contains the representational codes for the training images 
(Figure 4(b)). The representational code for the test images was found by 

T
ntesttest PYW ∗= . Best performance for facial expression recognition was obtained 

using 200 principal components excluded the first 1 principle component. 

4   Results 

The system for facial expression recognition uses a three-layer neural network. The 
first layer contained the representational codes derived in Equation (2). The second 
layer was 30 hidden units and the third layer was two output nodes to recognize the 
two dimensions: Pleasure-Displeasure and Arousal-Sleep. 

Training applies an error back propagation algorithm. The activation function of 
hidden units uses the sigmoid function. 500 images for training and 66 images ex-
cluded from the training set for testing are used. The 66 images for test include 11 
expression images of each six people. The first test verifies with the 500 images 
trained already. Recognition result produced by 500 images trained previously 
showed 100% recognition rates. The rating result of facial expressions derived from 9 
point scale on two dimension for degrees of expression by subjects was compared 
with experimental results of a neural network(NN). The dimension values of human  

and NN in  each of the two dimensions  are given as  vectors of   H  and  N .  The 
similarity of recognition result between human and NN was obtained as: 

),min(),(
H

N

N

H

NH

NH
NHS

⋅=
                                         (3) 

Table 1 describes a degree of similarity of expression recognition between human 
and NN on the continuous two-dimensions of emotion and indicates a part of all. The  
result  of  expression recognition  of  NN  appears very similar  to the result of expres-
sion recognition of human. In Table 1, the result of expression recognition of  
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Table 1. The  result data of expression recognition between human and NN derived from two 
people (Abbreviation: P-D,pleasure-displeasure;A-S,arousal-sleep;) 

Human Neural Network Named emotional 
word of Pic-
tures(person) 

P – D A – S P –D A – S 

Recognition on 
Neural Network 

Similarity 

depression(a) 6.23 4.43 5.22 4.41 boredom 0.89 
crying(a) 6.47 4.10 6.16 5.19 sorry 0.94 
gloomy(a) 7.37 5.53 7.53 6.84 strain 0.90 
strange(a) 6.17 5.17 5.72 4.44 envy 0.89 
proud(a) 3.07 4.47 1.69 4.54 satisfaction 0.86 
confident(a) 3.47 4.57 2.90 5.35 grateful 0.93 
despair(a) 6.23 5.97 5.35 5.08 strangeness 0.85 
sleepiness(a) 5.00 1.80 3.13 2.96 resting 0.74 
likable(a) 1.97 4.23 1.42 3.96 warmness 0.89 
delight(a) 1.17 4.20 3.41 5.87 pleasantness 0.62 
boredom(a) 6.77 5.50 5.05 5.65 strangeness 0.85 
pleasantness (b) 1.40 5.47 3.12 4.35 contentment 0.88 
depression (b) 6.00 4.23 7.10 4.28 stuffiness 0.88 
crying(b) 7.13 6.17 7.46 7.07 displeasure 0.91 
gloomy(b) 5.90 3.67 6.93 5.73 sadness 0.76 
strangeness(b) 6.13 6.47 5.70 3.18 boredom 0.69 
proud(b) 2.97 5.17 4.56 2.31 sleepiness 0.71 
confident(b) 2.90 4.07 2.63 3.60 satisfaction 0.89 
despair(b) 7.80 5.67 7.19 5.61 sadness 0.94 
sleepiness(b) 6.00 1.93 6.34 3.07 emptiness 0.88 
likable(b) 2.07 4.27 3.52 5.12 longing 0.75 
delight(b) 1.70 5.70 1.79 4.92 contentment 0.87 

1

2
3
4
5
6
7
8
9

A rating result of facial expression pictures for internal 
emotion states

 

Fig. 5. A rating result of facial expression recognition in Pleasure-Displeasure dimension (Ab-
breviation: Dep.,depression; Str.,strangeness;Des.,despair;Del.,delight;Pro.,proud; Sle., sleepi-
ness; Bor.,boredom; Con., confusion; Lik., likable; Ted., tedious; Int., intricacy; Reg., regret; 
Lon., loneliness; Cry., crying; War., warmness; Hap.,happiness.) 
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Fig. 6. A rating result of facial expression recognition in Arousal-Sleep dimension 

NN was matched to the nearest emotion word within 83 emotion words related to 
internal emotion states. Figure 5 and 6 show the correlation of the expression recogni-
tion between human and NN in each of the two dimensions.  

The statistical significance of the similarity for expression recognition between 
human and NN on each of the two dimensions was tested by Person correlation analy-
sis. The correlation in the Pleasure-Displeasure dimension between human and NN 
showed  0.77 at the 0.01 level and 0.51 at the 0.01 level in the Arousal-Sleep  
dimension. 

Our results allowed us to extend the range  of emotion recognition  and to 
recognize on the continuous two dimensions of emotion with illumination-invariance 
without detectable cues such as a neutral expression. The result of  expression 
recognition between human and NN on the continuous two-dimensional structure of 
emotion showed  four significant conclusions.  

(1) The two-dimensional structure of emotion in the facial expression recognition 
appears as a stabled structure for the facial expression recognition. The corre-
lation results of each dimension through Person correlation analysis  were sig-
nificant  over 0.5 at the 0.01 level.  

(2) Pleasure-Displeasure dimension is analyzed as a  more stable dimension than 
Arousal-Sleep dimension. Pleasure-Displeasure dimension was significant 
0.77 at the 0.01 level, while Arousal-Sleep dimension was significant 0.51 at 
the 0.01 level. This  result corresponds to a research for validating the stability 
of two-dimensional structure of emotion about emotion word[18]. 

(3) When the whole face was presented, facial expressions were successfully rec-
ognized. This fact was reflected by PCA representation excluded the first 1 
principle component. This finding suggests that holistic analysis is important 
for facial expression recognition. 
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(4) We propose that the inference  of emotional states within a subject from facial 
expressions may depends more on  the Pleasure-Displeasure dimension than 
Arousal-Sleep dimension. It may  be analyzed that the perception of Pleasure-
Displeasure dimension may be needed for the survival of the species and the 
immediate and appropriate response to emotionally salient, while the Arousal-
Sleep dimension may be needed for relatively detailed cognitive ability for the 
personal internal states. 
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Abstract. We propose a relative estimation method for subjective age,
imaged by ourselves, using peoples’ facial images and their chronological
(real) age. We experimented with a rating scale for facial images which
stimulated subjects. The subject evaluated an image as looking older
than themselves with a range of responses. Finding an approximation
curve of this range, the zero crossing point in the approximation curve
is defined as the subjective age. The experimental result shows that the
subjective age tends to be found in negative direction (tendency to es-
timate oneself as younger than actual). Besides, there are other trends
between gender, between age groups, and between the different expres-
sions such as ordinary and smiling.

1 Introduction

Humans can estimate their age and gender by their experience of facial color
and part of the facial features of their companions. The automated estimation
of age and gender is an important factor in the study of the recognition of faces
and facial expressions, however, it is difficult for this to reach the level of human
estimation [1].

On the other hand, we often find ourselves being much more humble than
needed, after finding a companionfs actual age. Then, we often say; ”I thought
he was much older than me!” It can be said that we didn’t estimate his age
wrongly, but that we saw ourselves as younger, or older, than we really are.

Seeing our age like this is called our subjective age. In this paper, we propose
a relative estimation method for subjective age, using people’s facial images
and their chronological age. This can be developed to further studies, such as
the range of the subjective age, or, finding the cause of misunderstanding our
subjective age and the chronological age, according to the generation and gender.
There has been research of finding one’s imaged subjective age on the basis
of a questionnaire [2]. however according to the search so far conducted, we
did not find any researches using facial images. In this paper, we present three

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 223–229, 2005.
c© IFIP International Federation for Information Processing 2005



224 N. Miyamoto et al.

Fig. 1. Examples of the facial images in this database

points; the construction of a database of facial images which is the foundation of
this research, a proposal for the definition of subjective age and the estimation
method, and the result of research.

2 Facial Image Database

There are total 20 classes from 20 years old to 70 years old for each gender in
this database. At this moment, each class has 10 people, and a total of 400 facial
images have been recorded, which include two different expressions (ordinary and
smiling) for each person. Figure 1 shows examples of the facial images. Facial
images are saved as high-resolution digital images by film scanning.

3 Experiment of Subjective Age Estimation

3.1 Rating Experiment

We choose facial images for both male and female subjects who were of dif-
ferent age and gender groups, from the same age class as the subject, and the
next younger and older classes. The total number of facial images used was 60,
composed of (5 images/class) ∗3 classes ∗2 genders (the same and the opposite
genders) ∗2 expressions (ordinary and smiling) as shown in Figure 2.

Next, we experimented with a rating scale for these facial images which
stimulate the subjects. The subjects were shown facial images at random, and
they evaluated if it looked older or younger than themselves. The evaluation had
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Fig. 2. How facial images were chosen

Fig. 3. An example of the choosing screen of the subjective age estimation system

5 ranks; ”Definitely older than myself (2)”, ”Probably older than myself (1)”,
”Not able to estimate (0)”, ”Probably younger than myself (-1)” and ”Definitely
younger than myself (-2)”. The reason for adopting a range of responses was
not to estimate the chronological ages of the facial images, but to seek their
relative position to others. Figure 3 shows an example of the chooser screen of
the subjective age estimation system.
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3.2 Definition of Subjective Age and Method of Estimation

To quantify the result of the estimation, we plotted the results in a two-dimen
sional plane with the x-axis being the relative age (the chronological age of the
facial image minus the chronological age of the subject) and the y-axis was the
estimation result, as shown in Figure4. The x-axis is from −9 to 9, because the
subjects evaluated the facial data with a 9 year difference as a maximum (For
example, in Case A the subject was 34 years old, he was shown facial data from
3 classes; 25-29 class, 30-34 class and 35-39 class). Thus, the data with the range
of upper-right direction was obtained.

This range shows the subjective age of the group of subjects. Finding an
approximation curve of this range, the zero crossing point in the approximation
curve is defined as the subjective age [3].

Since we assume the curve to have a sigmoid function (nonlinear, continuous,
monotone increasing function), here we adopt a logistics function [4], which is a
kind of sigmoid function. Then a logit transformation to allow linearization can
be applied as:

Y = ln
(

y

1 − y

)
(1)

This results in the problem of the linear approximation of the transformed
data. That is to say, the zero crossing point in the approximation line can be
defined as the shift of the subjective age. The subjective age is considered to give
us a kind of standard of the relative position (age) for a companion or in a group.

Fig. 4. Method of estimating subjective age
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3.3 Results of Research

According to the above method, we treated the results obtained from research by
showing ordinary and smiling facial expressions to a total of 73 male and female
subjects who were between 25 and 53 years old. The zero crossing point of the
approximation line of the entire data set after applying the logit transformation
was found at −1.85 from the formula; y = 0.549x + 1.0171. This is the shift of
the subjective age of the subjects group from this research.

For comparison, three cases were adopted: the effect of gender, the effect for
expression and the effect of age.

First, Figure 5 gives the shift of the subjective ages of the male and the
female subjects. Male subjects showed an unexpectedly lower (younger) value of
−2.27, as compared with a value of −1.42 in the female subjects.

Next, Figure 6 gives the shift of the subjective ages by expression. The sub-
jective ages for smiling expressions show higher values than those for ordinary
expressions for subjects of both genders. This means that smiling expressions
look younger than ordinary expressions. It is supposed that the reason why this
is that cheerful is replaced by youth. It can also be thought that the psychological
distance gets shorter by smiling expressions.

Furthermore, Figure 7 shows the shift of the subjective ages between age
groups. The results indicate that the older the subjects are, the nearer the sub-
jective ages get to the real ages. In other words, the more the subjects view
themselves objectively. It can be explained that they rise in higher social rank
and acquire their confidence with age.

Fig. 5. Shift of the subjective age by gender
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Fig. 6. Shift of the subjective age by expression

Fig. 7. Shift of the subjective age between age groups

3.4 Discussion

As a tendency, the subjective age was generally found to be in the negative
direction (tendency to estimate younger than actual).
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Although we see our own faces everyday, there is no opportunity to evaluate
our face relative to others. So, we tend to see a past record, such as a photograph,
as being the same as we look now. For instance, everybody has had the experience
of being sneered at after sending in an old photograph, in which we see little
change, when submitting our picture for official purposes. It is presumed that
this tendency comes from a kind of conviction that we never get old.

In addition, there are other interesting trends between the gender and be-
tween the age group. Also, there are different tendencies between the different
expressions of ordinary and smiling. These may be related to various factors such
as psychological, physiological and social factors.

In the future, we will carry out further research of the different tendencies
based on age and gender, facial expressions, texture of skin, makeup, and on
occupation, and with more images and subjects.

In addition, we are now considering the possibility of collecting the examina-
tion data through a public website. We believe this will be possible if the issue
of the rights to the portraits can be settled. On the other hand, by the method
with ’average facial image’ [1], we can stimulate subjects with ”average facial
images of 25 years old male or 42 years old female”, so that we can prevent the
unevenness of the stimulation. Furthermore, there would be no problem of the
rights to the portraits.

4 Conclusions

As a foundation into the research of subjective age with facial images, we have
built up a facial image database, and have introduced of a definition of subjective
age and an estimation method. The results of the research are presented here.

In the future, we will further examine the estimation method of subjective
age. In addition, we are planning to examine objective age (appearance age
judged by others).
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Abstract. We have developed a fast generation system for personalized
3D face model and plan to apply it in network 3D games. This system
uses one video camera to capture player’s frontal face image for 3D mod-
eling and dose not need calibration and plentiful manual tuning. The 3D
face model in games is represented by a 3D geometry mesh and a 2D tex-
ture image. The personalized geometry mesh is obtained by deforming
an original mesh with the relative positions of the player’s facial features,
which are automatically detected from the frontal image. The relevant
texture image is also obtained from the same image. In order to save
storage space and network bandwidth, only the feature data and texture
data from each player are sent to the game server and then to other
clients. Finally, players can see their own faces in multiplayer games.

1 Introduction

The use of personalized 3D face models is a highly desired feature in today’s
computer games, multimedia titles, medicine, etc. One of the most noticeable
trends is the boom toward photorealistic looking and true-life feeling network 3D
games, the players want to see their own face on the body of their character. The
3D model of a game character’s face is generally composed of a 3D triangular
mesh, referred to as the geometry mesh, and an associated composite image of
the character’s face, referred to as the texture image.

According to MPEG-4 standard [1], which represents the geometry, texture,
and animation properties of a 3D face model, the modeling methods for gener-
ating a 3-D face model can be generally classified as those that involve: (1) a
fully manual approach, (2) a semi-automatic approach and (3) a fully-automatic
approach. Fully manual approaches are labor intensive and time consuming, in
which every triangular patch of the 3D mesh has to be manually mapped onto
the image of the face according to the facial features.

In this paper, we propose an easy-to-use and cost-effective semi-automatic
approach for generating the 3D face model for ordinary game player, with a
common video camera. In the remainder of this paper, we review and compare
the related work in section 2. Section 3 provides an executive summary of our
system. Section 4 describes our technique for extracting facial feature points from
video image. Section 5 describes deformation algorithm and texture generation.

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 230–238, 2005.
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A practical scheme for applying our system in network 3D game is described in
Section 6. Finally, we give the summary and discussion in Section 7.

2 Related Work

Fully automatic facial modeling approaches drastically reduce the time required
to map a texture onto a 3D mesh. However, while hardware based fully au-
tomatic approaches [2][3] are too costly to ordinary user, software based fully
automatic approaches [4][5] are very sensitive to the image data and thus may
not consistently produce accurate 3D face models. In addition to a 3D face mesh,
a composite image that contains facial image data captured from various views
also needs to be constructed.

Semi-automatic facial modeling approaches [6][7][8] rely on automatically
detecting or manually marking certain features on the face image, such as eyes,
nose, and mouth, and initialize the 3D mesh by a global affine warping of a
standard 3D mesh based on the location of the detected facial features. However,
a global affine transformation generally does not match all local facial features.
Thus, the locations of the nodes are fine-tuned in a manual process for each
person. Zhang et al. [6] developed a system of reconstructing faces from video
sequences with an uncalibrated camera. They extract 3D information from one
stereo pair, and then deform a generic face model. Camera poses are computed
for the rest of the sequence, and used to generate a cylindrical texture. With
model-based bundle adjustment, they can generate highly realistic face models,
but they need a long time (about 6 to 8 minutes on a 850MHz Pentium III
machine), which is totally unacceptable for ordinary users.

Our work is mainly inspired by the idea that, conveniently and rapidly gen-
erating personalized character face in 3D games for the ordinary player. Only
in this way the personalized characters can be really popularized in 3D game.
Another fact is that player is’t very nit-picking to the accuracy of reconstructed
face model, if the effect is good enough. So, we use only one single video image
captured by one common webcam to generate personalized face model. Com-
paring with other similar approaches, our facial feature detection and model
deformation methods are more simple and quick, which can accomplish the task
within one minute on a current standard PC with minimal manual operation.

3 System Overview

Firstly, the 2D positions (x- and y-coordinates) of feature points from one frontal
face image, captured by the camera, are automatically detected by an improved
active shape models (ASM) method [9]. With optional manual operation, these
feature points can be fine tuned. Secondly, they are devoted to deform an original
game character face mesh with corresponding feature points using an interpolat-
ing function based on Radial Basis Functions (RBF) [13]. The z-coordinates of
the personalized facial feature points are directly derived from the original mesh,
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Fig. 1. System overview

Fig. 2. An original facial model labeled feature points

because we only use one single frontal face image. We also propose a simpler tech-
nique for generating the texture image by segmenting the elliptical face area from
the same image. To generate personalized characters for network 3D games, a
practical scheme is also presented. Figure 1 outlines the overview of our system.

The number of triangular nodes and patches in most facial models in network
3D games both could range from several hundreds to several thousands. In this
paper, we label 79 feature points on original face model according to MPEG-4
standard, as illustrated in Figure 2. Figure 2 shows an original facial model with
a mesh made of 640 nodes and 1430 patches, and a texture(256x256 pixels).

4 Facial Feature Points Extraction

We used an improved ASM method to automatically detect human face in every
video frame and locate the 79 feature points in real-time, as shown in Figure 2.
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The detected feature points are painted on the same frame image to allow the
user consider whether the detected results are suitable or not. By turning head or
adjusting camera slightly, the user can get better detected results before pause
the auto-detection process. Then, a manual fine tuning step is offered to the
user, by dragging painted feature point to new position. This step is optional,
and the user can perform it or just skip it.

4.1 Automatic Feature Points Detection

We propose a novel face alignment algorithm, in which local appearance mod-
els of facial feature (key) points are constructed using statistical learning. The
ambiguity between the truth position and its neighbors requires that the local
likelihood model should be able to correctly rank the likelihood of these ambigu-
ous positions.

We adopt RealBoost [10] to learn the ranking prior likelihood models that
not only characterize the local features of a ground truth position, but also
preserve the likelihood ranking order between the ground truth position and its
neighbors. Instead of using principle components analysis (PCA) and one pixel
Gabor coefficients, we use Gabor features [11] of key point and its neighbors,
which provide rich information to model local structures of a face, to construct
”weak” ranking evaluation function set. RealBoost is adopted to solving the
following three fundamental problems in one boosting procedure: (1) learning
effective features from a large feature set, (2) constructing weak classifiers each
of which is based on one of the selected features, and (3) boosting the weak
classifiers into a stronger classifier. More details could refer Huang’s paper [12].

4.2 Manual Fine Tuning(Optional)

By dragging painted feature points in face image to new positions using mouse,
the user can get more accurate location results of feature points. The feature
point locations after manual fine-tuning are shown in Figure 4.

Fig. 3. Results of auto-detecting facial feature points
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Fig. 4. Results of facial feature points extraction after manual fine tuning

5 Deformation and Texture Mapping

Given the feature points obtained above, deforming the original face mesh with
corresponding feature points is straightforward. At the same time, new texture
image is generated from the same face image. After texture mapping, the final
personalized face model is generated.

5.1 Deformation

The facial mesh adjustment is a problem about 3D space deformation in fact (In
this paper, we only have 2D positions of control points and the z-coordinates for
the destination are derived directly from the original mesh). We identify limited
control points on it and compute their displacements, then choose an interpola-
tion function which accommodates displacements of control points. Positions of
the other nodes are transformed upon the function. At last the final deformation
result of the mesh is reached.

There are several choices for how to construct the interpolating function.
We use a method based on Radial Basis Functions (RBF) as approximation
functions for their power to deal with irregular sets of data in multi-dimensional
space in approximating high dimensional smooth surface [13][14]. We choose
2D coordinates of original mesh nodes as embedding space to construct the
interpolation function f(p) that suffices displacements of control points:

ui = f(pi)(0 ≤ i ≤ N − 1) (1)

Where ui are displacements of all control points and N is the number of
feature points. We exploit RBF volume morphing to directly drive 2D geometry
deformation of face models.

f(pi) =
∑

ciΦ(‖pj − pi‖)(0 ≤ j, i ≤ N − 1) (2)



A Video Based Personalized Face Model Generation Approach 235

Where Φ(‖pj −pi‖) are RBF and the coefficients ci are the vector coefficients
of control points. We compute equation 2 and get the vector coefficient ci of every
control point. Displacements of other non-feature points may be computed in the
form:

u =
∑

ciΦ(‖p − pi‖)(0 ≤ j, i ≤ N − 1) (3)

In this paper, we have chosen to use Φ(‖p − pi‖) = e−‖p−pi‖/64 .

5.2 Texture Generation

The new texture image is generated by the following two steps: 1) segmenting
an elliptical face area from the frontal face image according to the feature point
positions; 2) scaling and merging it into a background image including side face
information from the original texture. The feature points in the frontal face
image compose an approximate elliptical contour, which can be used to segment
the actual face area from the whole image. In this paper, we assume that the
new texture and original texture has the same size. The segmented area must
be scaled to a proper size, because the actual face area maybe has different size
in different video frame.

In addition, we must merge the scaled face image into a background image,
which includes synthetical side face texture, because we only have the frontal
face information. In practice, the side face information in the background image
is copied from the original texture. With smooth template operation, the face
contour becomes enough blurring. The result of blended texture is shown in
Figure 5.

5.3 Texture Fitting

The size of the image is w × h. The maximum x value (xmax) is 86.x and
the minimum x value (xmin) is 68.x, where . The maximum y value ymax =
YSCALE × 18.y and the minimum y value (ymin) is 77.y, where YSCALE is a
scaling parameter. The 3D coordinates of every point are x, y and z. We mark
texture coordinates of every point with xtex and ytex. The left and down corner

Fig. 5. Texture generation
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Fig. 6. Results of personalized face models

of frontal face image is (xt, yt). According to linear interpolation method, if one
point is projected into the front, the texture coordinates of every point are:

xtex = xt/w + (x − xmin)/(xmax − xmin) (4)

ytex = yt/h + (y − ymin)/(ymax − ymin) (5)

As for texture coordinates of left and right sides of face, we assign area near
the frontal face image. They can be derived from the similar method as above.

5.4 Results

On a current standard PC, for example, a 2.2GHz Pentium IV machine, our
system can generate a personalized face model in no more than one minute.
Some of this time is spent on manual operation. Several detailed personalized
face models in different views are shown in Figure 6 where input frontal face
images are shown in Figure 4. They have proper shape and texture.

6 Practical Application Scheme

Figure 7 outlines a practical application scheme of using our Personalized Face
Modeling System (PFMS) in already existing or new designing network 3D
games. For applying the scheme, there are three basic demands to the special
network 3D game: (1) the original face model files can be parsed and modified
expediently, (2) the face feature points of the original face models have been
labeled, (3) the game server allows game clients to add Personalized Face Data
(PFD) for their character in game, namely feature point positions and new tex-
ture image in this paper.
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Firstly, the game host or server will confirm whether has already existed
it’s PFD in game DB server, when a game client logs on the game world. If
existed, this client can choose to download it from DB server or update it again
by starting PFMS. The PFD, downloaded or newly generated by PFMS is used
to construct the Personalized Face Model (PFM) in game clients. In the case of
starting PFMS, while mesh deforming and texture mapping, the generated PFD
is been upload to DB server for next time use. Instead of generated PFM, only
feature and texture data from each player are sent to the game server and then
to other clients, in order to save storage space and transmission bandwidth of
network 3D games. Finally, players can see their own faces in multiplayer games.

A simple 3D game demo developed by us, named ChangeFace , can give an
intuitionistic impression of our PFMS. The video and executable program can
be found at our group’s website

http://hci.ia.ac.cn/JointLab/onlinegame-En.htm
the new version of this demo fully applying this scheme will be coming soon.

7 Summary and Discussion

We have developed a system to generate personalized facial model from only
one single video image based on facial feature auto-detection. With a few simple
clicks for fine tuning by the user, our system quickly generates a person’s face
model. The experiment results show that it’s a simple, easy-to-use and economic
approach for end-user at home with a common video camera. These face models
can be used, for example, as personalized characters in video games, net meet-
ing, virtual conference, etc. The practical application scheme of the system for
network 3D games has given a typical way to achieve these goals.

More accurate facial feature detection and alignment algorithms are need
for obtaining reliable auto-extraction results and reducing the sequent manual
adjustment, since there are always exist some unfavoured factors, such as lower
quality cameras, hostile lighting conditions, as well as people of different races,
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Fig. 7. A practical application scheme of our system
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of different ages, usually have different face shapes and skin colors. We are inves-
tigating techniques to improve the alignment algorithm by using more learning
samples and solving some lighting problems.

The current character face mesh in most 3D games is relative sparse, our
system can work very well in very short time. Considering the future’s game
applications with higher mesh resolution and details, our system should pay
more attention to generate more fine face model, and add some new functions,
for example, expression-driven facial animation.
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Abstract. Using Khepera Simulator software, we developed an autonomous 
robot with a simple neural network by applying the skin conductance response 
of an observer who was watching the movement of the agent. First, we found 
that the signals were generated when the observer felt that the robot faced a 
crucial phase, such as hitting a wall. Therefore, we used the signals as errors 
that were back-propagated to the network in the robot. By questionnaires 
completed by the observer, the movement of this robot was compared with the 
movement of two other kinds of robots. In these other two robots, random 
signals or switch signals, which were turned on at the robot’s crucial phase, 
were used as errors instead of the skin conductance responses. From the results, 
we found that the movement of the robot with biological signals was most 
similar to the movement of something alive in the three kinds of robots. It is 
thought that applications of biological signals can promote natural interactions 
between humans and machines. 

1   Introduction 

Recently, Nakatsu noted the relation between entertainment and communication [1]. 
He pointed out that the elements of the “sharing of experiences,” “physical experience 
and physiological experience” and “active immersion and passive immersion” are the 
commonality between entertainment and communication. 

The effect of appearance and behavior on communication between a human and 
humanoid robot has also been studied [2, 3]. Minato et al. and Ono point out that the 
degree of intimacy to make natural communication is strongly affected by appearance 
and behavior, especially if a mutual entrained gesture and joint viewpoint is to be 
obtained by the relationship. As these facts make clear, the degree of intimacy de-
pends on the contexts and their synchronization between two agents. 

Khepera is an autonomous robot which moves depending on a sensor that measures 
its local environment. Since the structure of Khepera is much simpler than humanoid 
robots, it is hard to increase the degree of intimacy with this robot. However, we think 
that we can increase the intimacy with this robot if we take the contexts and their 
synchronization into the man-machine interface. 
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On the other hand, we have developed a novel computer game in which a player 
challenges him- or herself using the skin conductance response to make the player 
aware of his or her own agitation [4]. This game was developed as a paradoxical 
system in which the desire to win makes it more difficult to win. In this type of game, 
players find themselves uncontrollable after viewing their biological signals. In other 
words, a kind of self-reference system is constructed. It is thought that this is a typical 
example of taking the contexts and their synchronization into a man-machine interface. 

Electrical signals detected from the living body are objective and quantitative data 
reflecting the psychological states and physiological functions of the human body [5]. 
For example, the biological signal used in lie detector testing is the skin conductance 
response (SCR), in which changes in the conductance on the skin surface are induced 
by sweating due to mental agitation, surprise and excitation [6]. 

Therefore, we tried to produce a novel robot by taking the SCR signal of a human 
observing the robot into the robot to increase the intimacy between the human and the 
robot. Then, we assessed the intimacy with the robot. 

2   System and Materials 

Instead of a real robot, we used Khepera Simulator (Olivier Michel Simulator Pack-
age version 2.0: a freeware mobile robot simulator written at the University of Nice 
Sophia-Antipolis by Olivier Michel. This freeware is downloadable from the World 
Wide Web at http://wwwi3s.unice.fr), because it is adequate for our work and also 
because it makes it easy to watch the robot movement and record its trajectory.  
Figure 1 shows the diagram of the system. 

 

Fig. 1. The diagram of the system. This study used Khepera Simulator, by which the virtual 
robot moves in a PC monitor. The movement of Khepera in the PC monitor is affected by the 
SCR of the subject who is watching the movement. The SCR signal is detected by the SCR 
signal measurement system and is sent to the Linux PC. 
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2.1   SCR  

The SCR occurs due to a change in conductance on the surface of the skin due to 
sweating [5, 6]. Since eccrine sweat glands are most dense on the palm of the hand 
and sweating is an autonomic response that can be triggered by emotional stimuli [5, 
6], the palm is an ideal site from which to obtain measurements of psychophysical 
activity using the SCR. The player holds a controller in one hand and the palm of the 
other hand provides the SCR via two electrodes (disposable electrocardiogram elec-
trode J Vitrode, Ag/AgCl solid-gel tape, Nihon-Koden, Tokyo). The signal was am-
plified by a SCR sensor and fed into the PC through an A/D converter. 

2.2   Neural Network and Diagram 

The movement of the robot is generated by the simple back propagation neural net-
works shown in Figure 2. Khepera has eight optical sensors for detecting obstacles 
and two motors for moving. Therefore, the network basically has eight neurons corre-
sponding to each sensor on the input layer and two neurons corresponding to each 
motor on the output layer. Also, a hidden layer is introduced when the values from the 
sensors are high. The two motors act depending on the 21-step values (from -10 to 
10), which are linearly proportional to the value of each output layer. 

   

Fig. 2. Three-layered (left) and two-layered (right) neural networks used in the robot 

The output weight of each neuron, wij , is determined by the next formulae. 

  ijtijijt www Δ+=+1  

where  

biosignalwij ⋅=Δ ε  (using biosignal) 

alswitchsignwij ⋅=Δ ε  (using switch signal) 

randomwij ⋅=Δ ε   (using random signal) 

(1) 

 
 
 

(2) 
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Fig. 3. The flowchart of the program in Khepera. This very simple system was employed to 
view the pure effect of the biological signal. 

The initial weight is determined randomly. This system is not the usual neural net-
work system, because the system does not have a solution, goal and converged state. 
The three above equations (2) are the errors for the usual neural network system. 
Oneequation is selected from the equations depending on the experimental condition 
listed below. SCR signals are fed to the network by this equation. Figure 3 shows the 
flowchart of this system. In this research, such a simple and unusual system is used 
for revealing the difference between the system using SCR and the systems using the 
other signals. 

3   Experiments 

We focused on how to accept the movement of the robot using the subject’s observa-
tion of the robot. We conducted an experiment to compare the intimacy of the robot 
using SCR with that of the robot using a random or switching signal.  

The movement of the robot developed in the present study was observed under 
various conditions for 60 seconds by subjects 20 to 23 years of age. The seven in-
structions listed in Table 1 were given to each subject for every trial. The SCR of the 
subject and the trajectory of the robot were recorded while the subject observed the 
movement. After each trial, a subjective assessment of feeling of the robot, listed in 
Table 2, was performed by the subject.  
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Table 1. Instructions given to each subject for every trial 

Trial Instruction Signal used 

1st Just watch the movement of the robot. random 

2nd Just watch the movement of the robot. SCR 

3rd 
Your SCR signal will be sent to the robot. Just watch 
the movement of the robot. 

SCR 

4th 
Your SCR signal will be sent to the robot. Just watch 
the movement of the robot. 

random 

5th 
Your switching signal will be sent to the robot. Turn it 
on at the robot’s crucial phase while you watch the 
movement of the robot. 

switch 

6th 
Your switching signal will be sent to the robot. Turn it 
on at the robot’s crucial phase while you watch the 
movement of the robot. 

SCR 

7th 
Your switching signal will be sent to the robot. Turn it 
on at the robot’s crucial phase while you watch the 
movement of the robot. 

random 

Table 2. Items to be assessed by the subject. The subject chooses a point on a scale of 1 to 6 for 
each question.  

 Item to be assessed (less)   Point   (much) 

Question 1 
How much did the robot move against 
your intention? 

1    2    3    4    5    6 

Question 2 
How much did you feel that the move-
ment of the robot looks like living mat-
ter’s movement? 

1    2    3    4    5    6 

Question 3 
How much did you feel intimacy with 
the robot? 

1    2    3    4    5    6 
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4   Results and Discussions 

First, the relations between the trajectory of the robot and the SCR were investigated. 
Figure 4 shows a typical example of a resulting trajectory (blue line). A large SCR 
was observed at the position marked with orange dots. The red squares indicate obsta-
cles put out by the experimenter. The start point of Khepera’s movement was the 
center point of this field. 

In this record, for example, there are two domains in which the SCR was gener-
ated. The first domain can be interpreted as a sign of the subject’s anxiousness about 
Khepera hitting the wall. The second domain can be interpreted as the subject’s frus-
tration over worrying about the never-ending cycle.  

From the results, we found that the SCR signals were generated when the subject 
felt that the robot faced a crucial phase. The SCR signal made the movement pattern 
of Khepera smooth, safe and dynamic. 

Figure 5 shows examples of the trajectory (blue lines) of two kinds of robots. The 
trajectories from (a) to (c) are typical results of the robot using random signals instead 
of SCR. The trajectories from (d) to (f) are typical results of the robot using SCR. 

The area of the trajectories of the robot using the SCR signals was wider compared 
with that of the robot using the random signals. The robot using the SCR can move 
smoothly because it can receive information of the whole view, even though this 
information is gained indirectly.  

Figure 6 shows the result of the assessment completed by the subjects. The result 
shows that the answers to Question 2 and Question 3 tended to be similar. Intimacy 
has a deep relationship with the live feeling.  

 

Fig. 4. The typical resulting trajectory (blue line) of the robot and the typical position (orange 
dots) at which the SCR of the subject was large. The SCR occurred when the subject felt danger 
or frustration regarding the movement of the robot. 

 



 Live Feeling on Movement of an Autonomous Robot Using a Biological Signal 245 

 

 

Fig. 5. Examples of the trajectories (blue lines) of two kinds of robots. The trajectories from (a) 
to (c) are typical results of the robot using random signals instead of SCR. The trajectories from 
(d) to (f) are typical results of the robot using SCR. The red squares indicate the walls put out 
by the experimenter. 

There are some noteworthy facts apparent in Figure 6. First, the assessment points 
of Questions 2 and 3 at the 2nd trial are much larger than that at the 1st trial. In both the 
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1st and 2nd trials, the conditions were the same, except for the signal to determine wij 
in the neural network. Also, the subjects did not know the difference. This means that 
the robot using SCR seems to be alive. However, the assessment points of Questions 2 
and 3 at the 3rd trial are smaller than that at the 2nd trial. And, the points of Question 1 
increased at the 3rd trial. This means that the subjects felt that the robot moved against 
their intention by knowing the fact that their SCR signals were reflected to the robot. 

 Second, at the 5th trial, the points of Question 1 became max and also the points of 
Questions 2 and 3 were not so high. However, the points of Question 1 curiously 
became low at the 6th trial. 

From these results, it is thought that applications of biological signals bring a live 
feeling to the robot and increase the degree of intimacy with the robot. And the 
knowledge about the mechanisms of the system and the applications of the switch 
tend to bring strong expectations for system control, which also causes a disappoint-
ing result. 

Therefore, it is thought that SCR has the following interesting features for natural 
communication, which is important for entertainment. First, SCR can take the con-
texts and their synchronization into a man-machine interface. Second, SCR can be 
obtained subconsciously. This factor makes the system unpredictable and alive. 

 
Fig. 6. The resulting average points of the assessments done by the subject after each trial 

5   Conclusion 

A novel autonomous robot using the observer’s SCR was developed in this study. 
This robot revealed some important features for natural communication between man 
and machine. These features correspond to the important features for entertainment 
computing. 
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Abstract. An important function of entertainment robots is voice com-
munication with humans. For realizing them, accurate speech recognition
and a speaker-direction detection mechanism are necessary. The direct-
noise problem is serious in such speech processing. The microphone at-
tached to the robot body receives not only human voices but also motor
and mechanical noises directly. The direct noises are often larger than
distance voices and fatally degrade the speech recognition rate. Even if
the microphone close to the user (”on-mic”) is used for speech recogni-
tion, the body microphones (”off-mic”) are still necessary for detecting
the speaker direction under the severe condition with direct noises. This
paper describes a new method for detecting the speaker direction based
on the on-and-off microphone combination. The system searches for the
spectral elements of ”on-mic” voice in the other ”off-mic” channels. The
segregated power ratio or the time delay between the ”off-mic” channels
is used for detecting the speaker direction. Experiments show that the
proposed method effectively improves the direction detection accuracy
during the robot moves.

1 Introduction

Recent mechatronics technologies realized the autonomous robots which work
together with our human beings. In near future, house-keeping robots may cook
breakfast, wash clothes, and clean rooms. Also entertainment robots may sing,
dance, gesticulate, and chat with us. However an important function of such
robots is voice communication with humans, it is still difficult now. The serious
problem in speech recognition is direct noises. The microphone attached to the
robot body receives not only human voices but also motor and mechanical noises
directly. Direct motor noises are often larger than incoming voices and fatally
degrade the speech recognition rate.

An ”on-mic” approach is promising to avoid this problem. That means the
microphone located close to the user. For example, a mobile-phone like voice
commander or a head-set microphone can receive the user’s voice without any
direct noises.

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 248–255, 2005.
c© IFIP International Federation for Information Processing 2005
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“Off-mic”

channels“On-mic”

channel Voice sound

Voice data transmission

wired/wireless

Fig. 1. On-mic and Off-mic channels

Even if the robot has the ”on-mic” input channel, body microphones (i.e. ”off-
mic” channels) are still necessary because these signals are used for detecting the
speaker direction. When the command ”Come here!” was recognized, the robot
has to detect the direction of the speaker and turn its body before walking.

This paper describes a new method for detecting the speaker direction based
on the on-and-off microphone combination. The system searches for the spectral
elements of ”on-mic” voice from the other ”off-mic” channels. The segregated
power ratio or the time delay between the ”off-mic” channels is used for detecting
the speaker direction (Fig. 1). Experiments show that the proposed method
effectively improves the direction detection accuracy during the robot moves.

2 Detection of Speaker Direction

2.1 Localization Queues

At the beginning of this section, we have to mention about the excellent direction
detection mechanism of the human auditory system. We humans can easily find
the direction of incoming sounds using two ears. The main queues of sound
localization are the interaural level difference (ILD) and the interaural time
difference (ITD) [1,2].

Notice that these queues are essential to construct the machine auditory
system. Several sophisticated researches have been carried [3,4] for adding the
auditory function to computers. The system enables a computer to localize in-
coming sounds, to segregate them into speech/noise, and to recognize the speech
as a command. It works well even under the office-level noise environment.

In the case of real robots, the serious problem occurs derived from their direct
motor and mechanical noises. The direct noises are often larger than incoming
sounds and destroy the direction detection queues.

2.2 Traditional Methods and Problems

Figure 2 shows the positions of microphones attached to the robot body in
our experiments. Non-directional microphones are attached to the left and right
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the left shoulder 
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(channel 2)

Angled uni-directional microphones 

on the chest (channel 3(L),4(R))

Fig. 2. Microphones attached to the robot body

30

60

0
front

back

Fig. 3. Incident angles of voice data

shoulders of the robot (channel 1 and 2). Angled uni-directional microphones
(i.e. one-point stereo microphone) are attached to the robot chest (channel 3
and 4). And we use a head-set microphone as an ”on-mic” channel for capturing
clear voice (channel 5).

Phonetically balanced 50 words are pronounced by a speaker from three
incident angles (0o, 30o, 60o) (Fig. 3). The training data set is pronounced under
no noise condition. And the test data set is pronounced during the robot drives
its arms. All data are recorded through the four ”off-mic” channels and the one
”on-mic” channel. Figure 4 (a) shows a speech waveform example of Japanese
word ”Junban” without noise. Figure 4 (b) shows a speech waveform of the same
word with the motor and mechanical noises. The average S/N ratio of the test
data is 10dB.

ILD-Based Method. A simple level-based direction detection mechanism is
shown in Fig. 5. The system calculates the log powers of both (3 and 4) channel
signals and their difference. The calibration unit was tuned by training data
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(a) Japanese word “JUNBAN”

without noise

(b) Japanese word “JUNBAN”

with direct motor and

mechanical noises

Fig. 4. Speech samples with/without motor and mechanical noises
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Fig. 5. A simple direction detection mechanism based on the level difference be-

tween two channels (ch3: uni-directional microphone on the robot chest(L), ch4: uni-

directional microphone on the robot chest(R) )

in advance. Table 1 shows the performance of the simple direction detection
mechanism based on the level-based method. A direction detection result is
judged to be correct only when the incident angle and the recognized angle
are identical. Under the condition without noise, such a simple mechanism still
determines the sound directions with 82 % accuracy. However, the performance
was drastically degraded under the motor and mechanical noises.

ITD-Based Method. A simple time-based direction detection mechanism is
shown in Fig. 6. The system calculates the cross-correlation function between

Table 1. Direction detection scores by the simple level-based method

Noise condition Direction detection score(%)

without noise 82.0
motor and mechanical noises 34.7
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Fig. 6. A simple direction detection mechanism based on the time difference between

two channels (ch1: non-directional microphone on the robot shoulder(L), ch2: non-

directional microphone on the robot shoulder(R) )

Table 2. Direction detection scores by the simple time-based method

Noise condition Direction detection score(%)

without noise 72.0
motor and mechanical noises 63.3

channel 1 and channel 2, and determines their time delay by searching for the
peak. The calibration unit was tuned by training data in advance. Table 2 shows
the performance of the simple direction detection mechanism based on the time-
based method. Under the condition without noise, this mechanism determines
the sound directions with 72 % accuracy. This score is little bit worse than
the level-based method. On the contrary, under the severe condition with direct
motor and mechanical noises, the time-based method achieved better scores than
the level-based method. This result indicates that the time difference feature
is more robust for direction detection against the direct noises than the level
difference feature.

2.3 New Method Using the On-and-Off Microphone Combination

The motor and mechanical noises propagate through the robot body and vibrate
the microphones directly. The strong noise hides the interaural difference derived
from incoming speech. This is the reason why the simple level-based direction
detection method does not work well during the robot moves.

The framework shown in Fig. 1 has an ”on-mic” channel which is the mi-
crophone located close to the user. A mobile-phone like voice commander or a
head-set microphone can receive the user’s clear voice for accurate speech recog-
nition. Also this clear voice can be used for detecting the speech direction.

Modified ILD-Based Method. Figure 5 shows the signal flow diagram of a
new level-based direction detection mechanism. In spite of the power calcula-
tion, the system calculates the cross-correlation function between the ”on-mic”
channel and two ”off-mic” channels. This means that the system searches for the
spectral elements of the ”on-mic” voice in the other ”off-mic” signals. Only the
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Fig. 7. New direction detection mechanism based on the level difference and on-and-off

microphone combination (ch3: uni-directional microphone on the robot chest(L), ch4:

uni-directional microphone on the robot chest(R), ch5: uni-directional microphone close

to the user)

Table 3. Direction detection scores by the simple and new level-based method under

the direct motor and mechanical noises

Method Direction detection score(%)

simple level-based 34.7
on-and-off mic combination 59.3

log power elements derived from the voice signals are picked up and compared.
The calibration unit was tuned by training data in advance. Table 3 shows the
performance of the modified direction detection mechanism based on the level-
based method. About the 1/3 of direction detection errors are reduced by this
approach.

Modified ITD-Based Method. Figure 6 shows the signal flow diagram of
a new time-based direction detection mechanism. The system calculates the
cross-correlation function between the ”on-mic” channel and two ”off-mic” chan-
nels similarly to the modified level-based method. Peak picking for the cross-
correlation functions determines the time delays between the ”on-mic” channel
and two ”off-mic” channels. The difference of them indicates the time delay of

Table 4. Direction detection scores by the simple and new time-based method under

the direct motor and mechanical noises

Method Direction detection score(%)

simple time-based 63.3
on-and-off mic combination 76.0
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Fig. 8. New direction detection mechanism based on the time difference and on-and-off

microphone combination (ch1: non-directional microphone on the robot shoulder(L),

ch2: non-directional microphone on the robot shoulder(R), ch5: uni-directional micro-

phone close to the user)

voice signal elements between ”off-mic” channels (channel 1 and channel 2). The
calibration unit was tuned by training data in advance. Table 4 shows the perfor-
mance of the modified direction detection mechanism based on the time-based
method. The best direction detection score 76.0 % is achieved by this method
under the motor and mechanical noise condition.

3 Summary

The new method for detecting the speaker direction based on the on-and-off
microphone combination was proposed in this paper. For realizing the voice
communication functions on entertainment robots, accurate speech recognition
and a speaker-direction detection mechanism are necessary. The microphones
attached to the robot body (”off-mic”) are suitable for detecting the speaker
direction. However, they are often disturbed by the direct motor and mechani-
cal noises. The microphone located close to the user (”on-mic”) is suitable for
accurate speech recognition because it can receive the user’s voice without any
direct noises. However, it cannot determine the speaker direction. This paper
improved the traditional direction detection method by using the on-and-off mi-
crophone combination. The system searches for the spectral elements of ”on-mic”
voice in the other ”off-mic” channels. The segregated power ratio or the time
delay between the ”off-mic” channels is used for detecting the speaker direction.
Experiments show that the proposed method effectively improves the direction
detection accuracy. The best direction detection score 76.0 % was achieved under
the motor and mechanical noise condition.

The physiological or technological researches in this field are progressing year
by year [5,6,7,8]. We would like to apply new knowledge into our system in future
works.
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Table 5. Summary of direction detection scores

Method Noise condition Ch1 Ch2 Ch3 Ch4 Ch5 Score(%)

simple level-based without noise - - o o - 82.0
simple level-based moter and mech. - - o o - 34.7

proposed level-based moter and mech. - - o o o 59.3

simple time-based without noise o o - - - 72.0
simple time-based moter and mech. o o - - - 63.3

proposed time-based moter and mech. o o - - o 76.0
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Abstract. We present a novel wearable system for robot navigation. In
this system, a user can operate multiple robots in a very intuitive way:
the user gazes at a robot and then gazes at its destination on the floor.
As this system needs no equipment in the environment, the user can
apply it anywhere on a flat floor with only the wearable system. In this
paper, we show how to estimate the positions and orientations of the
robots and the gazed position. We also describe implementation of the
robot navigation system.

1 Introduction

In recent years, a variety of robot systems have been developed. They are be-
coming more intelligent and are coming into our daily lives. There are a now
numerous robot systems, and they provide a variety of functions. Among these
we focus here on the function that the robot can move to a position specified by
the user because this is a fundamental and very important function; whatever
tasks it is to perform, we first have to navigate it to the correct position for the
work. To be able to do this, we have to express the positional information and
convey it to the robot.

There are many ways to express position in the real world. Nowadays the most
popular way is by hand operation devices. However, when more and more robots
come into our daily lives and need to be controlled more often, operation by such
devices is inconvenient because we are forced to carry them continuously. If we
would like to operate robots often and easily, more intuitive ways are required.

Voice recognition is one type of intuitive operation. However, operation by
voice is not appropriate for robot navigation because positions in the real world
are usually very hard to specify by verbal information, especially on a floor
without enough landmarks.

Another way, finger pointing [1,2,3,4], which is representative of gesture
recognition approaches [5], is good for robot navigation. We can indicate po-
sitions or directions in the real world intuitively and simply. However, we cannot
navigate the robot while simultaneously doing another manual task. Moreover,
it is not the simplest way, because before making these gestures we inevitably
gaze at the specified position. Considering this, gazing, which is another type of
gesture, should be the most intuitive and simple way to specify positions in the
real world.

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 256–267, 2005.
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Therefore, we focus on the user’s gaze information. In this paper, we describe
a novel wearable system to navigate multiple robots on a floor, based on a
position specification method incorporating gaze information. In this system, the
user can select a robot and specify its destination merely by gazing. Every robot
has a 2D square marker on it. The system detects the marker by a camera worn
by the user, and then estimates the position and orientation of the robot and
the gazed position on the floor. We note that the system has also the advantage
that it can be used anywhere on the floor, because it needs only information
obtained from a devices worn by the user. This means that the system needs no
equipment in the environment around the user, such as cameras placed in the
environment to detect the positions of users and robots [6,7].

2 System Configuration

The configuration of the system is shown in Figure 1. It contains mobile robots,
a PC and a headset.

The headset worn by the user is shown in Figure 2. It consists of an eye-
tracker, a microphone and a small display. The eye-tracker includes a camera
and an infrared sensor that detects the user’s eye direction. With the eye-tracker,
we can obtain the view image of the camera as well as the direction the user
gazes at on the image in real time. Its mechanism and calibration methods are
described in Section 3.2. The microphone is used to control the timing of the
operation and to accept the user’s commands. The display is for checking the

Fig. 1. System configuration
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Fig. 2. Headset

estimated results and the current state of the system. It shows the user’s view
image captured by the camera with virtually annotated objects.1

The headset is connected to the PC, which processes information from the
eye-tracker and the microphone and estimates the positions and orientations
of the robots and the gazed position. Based on the estimated results, the
PC sends operation messages to the robots. As both the PC and the mobile
robots have wireless LAN interfaces, the messages are sent through a wireless
network.

3 Preprocessing for Proposed System

We have to configure the camera, the eye-tracker and the robots before the
operation. This configuration needs to be done only once before the first use of
the system.

3.1 Camera Intrinsic Calibration

When we use camera images to understand 3D geometry of the scenes precisely,
we have to calibrate the camera. From the calibration, we can obtain the distor-
tion factors (k1, k2, p1, p2) and the intrinsic parameter matrix A. The distortion
factors distort the camera images by the following equation:

1 For a suitable display device, we suppose a desirable optical see-through head-
mounted display (HMD) that covers the user’s sight and can display virtual 3D
objects onto the scene as if they were situated in the real world. However, in our
current implementation, we utilize such a small display instead of the desirable HMD.



Robot Navigation by Eye Pointing 259

X̃ = X + (k1r
2 + k2r

4) + (2p1XY + p2(r2 + 2X2)), (1)
Ỹ = Y + (k1r

2 + k2r
4) + (2p1XY + p2(r2 + 2Y 2)), (2)

where (X, Y ) is an undistorted image coordinate, and (X̃, Ỹ ) is a real distorted
image captured by the camera, while r2 = X2 + Y 2. When these distortion
factors are obtained, we can inversely obtain the undistorted image (X, Y ) from
the distorted image (X̃, Ỹ ) from the camera. The intrinsic parameter matrix A
translates a 3D camera coordinate (xc, yc, zc) into a 2D image coordinate (X, Y )
by the following equation:

⎛
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where λ is a scale factor, (cX , cY ) is a coordinate of the principal point of the
image, and fX , fX are the focal lengths by the X and Y axes.

3.2 Eye-Tracker Calibration

To measure the user’s eye direction, we used an EMR-8 eyemark recorder (NAC
Inc.), in which the corneal reflection-pupil center method is adopted. In this
method, infrared ray is emitted to the eye and its reflection is captured by the
image sensor. A sample of the captured image is shown in Figure 3, and from
the image, positions of the pupil center and the center of corneal reflection is
detected as shown in Figure 4. Since the shape of the eye is not spherical as
shown in Figure 5, the relative positions of the pupil center and the center
of corneal reflection are changed according to the eye direction. By using this
characteristic, the eye-tracker obtains the eye direction (u, v) in real time.

Next, to overlay the points representing the view directions onto the image
observed by the view camera, correspondence between the view direction and the
2D image coordinates is needed. In the EMR-8, this correspondence is directly
computed because it is difficult to obtain the relative geometric configuration
of the camera and the eyeballs. To calculate the correspondence, a flat plane in
the environment (e.g., a wall) is used. While the user looks toward the wall, the
view camera also observes the wall. Note that the wall has to be perpendicular
to the view axis of the camera. Nine points are superimposed on the observed
image by the EMR-8. Their positions in the 2D image coordinates (Xi, Yi) (i =
0, · · · , 8) are known. All the points are then projected onto the wall in the real
environment, for example by a laser pointer, and the user gazes at each projected
point in turn. Next, the 3D direction of each binocular view line (vi, vi) (i =
0, · · · , 8) is measured (Figure 6) by the EMR-8. These values are derived from
the following equations:

Xi = a0 + a1ui + a2vi + a3u
2
i + a4uivi + a5v

2
i , (4)

Yi = b0 + b1ui + b2vi + b3u
2
i + b4uivi + b5v

2
i , (5)
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Fig. 7. Sheet with 4 markers Fig. 8. Captured image of the sheet and the

robot

where ai, bi(i = 0, · · · , 5) are unknown constants. These simultaneous equations
are solved to calculate ai, bi. After ai, bi are obtained, the EMR-8 is able to
correctly overlay the view direction onto the camera image.

3.3 Robot Settings

In this system, a 2D square marker has to be put on every robot.2 This system
detects the marker in the camera images and by then estimates the position and
orientation of the robot. As the 2D marker can be placed anywhere on the robot,
every marker is at a unique position and orientation in the robot coordinate. We
therefore have to obtain the position andorientation of everymarker of every robot.

We next prepare a sheet on which 4 square markers and 2 crossing lines are
printed, as shown in Figure 7. We place the robot at the intersection of the lines
on the sheet; this is the origin of the robot coordinate, which corresponds to
the position of the robot. The lines represent the xr and yr axes of the robot
coordinate system. We define xr as the orientation of the robot, and we direct
the robot’s face along it. The zr axis is defined as the line perpendicular to the
xr-yr plane, and the robot usually stands along the zr axis.

We direct the camera to the robot on the sheet so that the camera image
should capture not only the 4 markers but also the marker on the robot. Figure
8 is a camera image of this situation. As the positions and orientations of the
markers are estimated by their appearance, we can obtain a matrix QCR that
consists of a rotation matrix RCR and a translation vector tCR, which trans-
forms the camera coordinate (xc, yc, zc) to the robot coordinate (xr, yr, zr) by
the following equation:
2 We can use more markers if the markers are too small to estimate the position and

orientation precisely, or if the camera often fails to observe the marker because it is
badly positioned or oriented. When we use more than one marker for a robot, we need
to estimate the positions and orientations of each one.
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⎛
⎜⎜⎝

xr

yr

zr

1

⎞
⎟⎟⎠ = QCR

⎛
⎜⎜⎝

xc

yc

zc

1

⎞
⎟⎟⎠ , (6)

QCR =
(

RCR tCR

0T 1

)
.

Some of the 4 markers may be undetectable because of occlusion by the robot
(for example, marker “B” is occluded in Figure 8). Even in such cases, we can
still estimate the transformation matrix QCR using the other detectable markers.
Next, in the same way, by the appearance of the marker on the robot we can also
obtain the transformation matrix QCM that transforms the camera coordinate
(xc, yc, zc) to the marker coordinate (xm, ym, zm) by the following equation:⎛

⎜⎜⎝
xm

ym

zm

1

⎞
⎟⎟⎠ = QCM

⎛
⎜⎜⎝

xc

yc

zc

1

⎞
⎟⎟⎠ . (7)

By Equation (6) and (7), the following equation is obtained:⎛
⎜⎜⎝

xr

yr

zr

1

⎞
⎟⎟⎠ = QMR

⎛
⎜⎜⎝

xm

ym

zm

1

⎞
⎟⎟⎠ , (8)

where
QMR = QCRQ−1

CM (9)

is the matrix that transforms the marker coordinate (xm, ym, zm) to the robot
coordinate (xr , yr, zr). Because the marker is fixed on the robot, this transfor-
mation matrix QMR is constant. The system stores QMR for every marker.

We note that the design of each marker should be different, because the
marker is used not only for estimation of the position and orientation but also
for identification of the robot.3

4 Estimation of Robot Position and Gazed Position

When we operate the robot, the system works by estimating the information in
the order shown below.

4.1 Marker’s Position and Orientation

The system cannot work without the information of the robot’s position and
orientation. We orient the camera so that the camera can observe the marker on
3 If a robot has multiple markers, each of its markers has to be different.
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the robot. By the method described in Section3.3, we can estimate the position
and orientation of the marker as a matrix PMC that transforms the marker
coordinate (xm, ym, zm) to the camera coordinate (xc, yc, zc):⎛

⎜⎜⎝
xc

yc

zc

1

⎞
⎟⎟⎠ = PMC

⎛
⎜⎜⎝

xm

ym

zm

1

⎞
⎟⎟⎠ . (10)

4.2 Robot Coordinate System

By Equations (8) and (10), we obtain the following equation:⎛
⎜⎜⎝

xr

yr

zr

1

⎞
⎟⎟⎠ = PCR

⎛
⎜⎜⎝

xc

yc

zc

1

⎞
⎟⎟⎠ , (11)

where
PCR = QMRP−1

MC . (12)
As the QMR is constant and PMC has been obtained, we can obtain the trans-
formation matrix PCR between the camera coordinate and the robot coordinate.

As shown in Equation (13), PCR consists of a rotation matrix RCR and a
translation vector tCR, which are the orientation and position of the camera in
the robot coordinate respectively:

PCR =
(

RCR tCR

0T 1

)
. (13)

4.3 Gazed Position in Robot Coordinate System

Using the EMR-8, we can obtain the gazed position on the camera image. This
position indicates a line l corresponding to the user’s gaze direction. We assume
that the user looks at positions not above the floor but only at positions on the
floor that the robot moves on. Considering the definition of the robot coordinate
in Section.3.3, the floor corresponds to the xr-yr plane. The gazed position can
thus be calculated as the intersection of the line l and the xr-yr plane. By
Equation (4) and (11), we can obtain the following equation:

⎛
⎝λX(gazed)

λY (gazed)

λ

⎞
⎠ = AP−1

CR

⎛
⎜⎜⎜⎝

x
(gazed)
r

y
(gazed)
r

z
(gazed)
r

1

⎞
⎟⎟⎟⎠ , (14)

where (X(gazed), Y (gazed)) denotes the gazed position on the camera image that
can be obtained by the EMR-8, and (x(gazed)

r , y
(gazed)
r , z

(gazed)
r ) denotes the gazed

position. As the gazed position is on the xr-yr plane, z
(gazed)
r must be 0. With this

equation, we can calculate (x(gazed)
r , y

(gazed)
r ), which corresponds to the relative

gazed position from the robot.
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Camera

Gazed position

Robot

Marker

Floor

Fig. 9. Position estimation of robot, camera, floor and gazed position

4.4 Estimation Results

Figure 9 shows the virtual 3D space generated from the estimation results. The
robot is at the center on the floor, and the camera and the gazed positions move
in space corresponding to their positions in the real world.

5 Implementation of Robot Navigation System

5.1 Implementation Environment

We implemented the robot navigation system using a Windows 2000 PC with
an Intel Pentium4 2.8GHz CPU and 1024MB memory. ARToolKit [8] helps the
system to detect markers from camera images and to estimate 3D position and
orientation in real time, and OpenGL [9] is used to annotate virtual objects on
the display images. We also use the user’s voice, which is desirable for selecting
and conveying the action of the robot. For voice recognition, we utilize Julius
[10], a well-known recognition engine for Japanese.

5.2 Diagram of Robot Navigation System

We show the state transition diagram of the system in Figure 10. There are 5
states (A). . .(E) in the diagram.

At the beginning, the current state is (A). Here, the system searches for
markers in the camera image, and if a marker is detected it estimates the robot
coordinate and identifies the robot by the marker. The user can see a torus at
the gazed position on the floor and a red cone above the robot, which means that
the robot is detected but not selected. The display image is shown in Figure 11.

If the user says “KORE” (“this one” in Japanese) while gazing at the robot,
the current state turns to (B). In (B), the user has selected a robot to operate.
Here the user can still see the torus at the gazed position and the cone above
the robot turns blue, which means that this robot is now selected. The user
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Fig. 10. State transition diagram of the system

Fig. 11. Display image in State (A) Fig. 12. Display image in State (B)

can also see the distance (=
√

x2
r + y2

r) and the angle (= tan−1 yr

xr
) above the

torus, which are calculated in Section4.3, as shown in Figure 12. If the user says
“YAME” (means “cancel”) the current state returns to (A).

Next, if the user says “KOKO” (“here”), the current state turns to (C). The
system regards the gazed position (xr, yr) as the destination of the robot and
sends an operation message “rotate by tan−1 yr

xr
” and “go straight

√
x2

r + y2
r”

to it. After sending it, the current state returns to (B).
The transition between states above is the fundamental behavior of the sys-

tem. It provides simple and intuitive operation of the robot. However, it has the
disadvantage that the robot can move only in a restricted area by one operation
because the gazed position can be estimated only when the camera captures
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both the robot and the gazed position. Here we prepare a different transition
path (B)-(D)-(E) in the diagram to overcome this disadvantage.

To make the current state switch from (B) to (D), the user says “KOTCHI”
(“this direction”). In (D), the system regards the gazed position (xr, yr) not as
the destination itself but as the direction of the destination. The system sends
an operation message “rotate by tan−1 yr

xr
” to the robot. After sending it, the

current state turns to (E), where the system waits for information about the
distance to go straight. When the user says the distance, for example “ar”, the
system sends an operation message “go straight ar” to the robot. After sending,
the current state returns to (B).

In the diagram there are also other paths for canceling. Using these paths,
the system can continue to work without stopping.

6 Conclusions

In this paper, we have presented a novel wearable system for robot navigation on
a floor. The user can operate multiple robots very intuitively, because he/she can
select a robot to operate and specify its destination on the floor by only his/her
gazing. This system has the further advantage that we can use it anywhere
on a flat floor, because the positions and orientations of robots and the gazed
positions are estimated only by information from a wearable headset.

Future work will include improvements to the system, including introduc-
tion of a better HMD and vocabulary addition of voice commands. Evaluation
of its usability will also be included. Moreover, quantitative evaluation of the
estimation accuracy of position and orientation is another important topic.

Acknowledgments

This research is supported by Core Research for Evolutional Science and Tech-
nology (CREST) Program “Advanced Media Technology for Everyday Living”
of Japan Science and Technology Agency (JST).

References

1. R.Kahn, M.Swain, P.Prokopowicz and R.Firby: “Gesture recognition using the
Perseus architecture,” Proc. of the IEEE Conference on Computer Vision and
Pattern Recognition, pp.734–741, 1996.

2. K.Nickel and U.Karlsruhe: “Pointing gesture recognition based on 3D-tracking of
face, hands and head orientation,” Proc. of the 5th International Conference on
Multimodal Interfaces, pp.140–146, 2003.

3. R. Cipolla and H. J. Hollinghurst: “Human-robot interface by pointing with un-
calibrated stereo vision”, Image and Vision Computing, Vol.14, No.3, pp.178–178,
1996.

4. Nebojsa Jojic, Thomas S. Huang, Barry Brumitt, Brian Meyers, Steve Harris:
“Detection and Estimation of Pointing Gestures in Dense Disparity Maps,” FG
2000, pp.468-475, 2000.



Robot Navigation by Eye Pointing 267

5. Thomas B. Moeslund and Erik Granum: “A Survey of Computer Vision-Based
Human Motion Capture,” Computer Vision and Image Understanding, Vol.81,
No.3, pp.231–268, 2001.

6. S.Stillman, R.Tanawongsuwan and I.Essa: “A system for tracking and recognizing
multiple people with multiple cameras,” Technical Report GIT-GVU-98-25, Geor-
gia Institute of Technology, Graphics, Visualization, and Usability Center, 1998.

7. M.Sakata, Y.Yasumuro, M.Imura, Y.Manabe and K.Chihara: “A Location Aware-
ness System using Wide-angle Camera and Active IR-Tag,” Proc. of IAPR Work-
shop on Machine Vision Applications, pp.522–525, 2002.

8. “ARToolKit,” http://artoolkit.sourceforge.net/.
9. “OpenGL Library,” http://www.opengl.org/.

10. “Julius – open source real-time large vocabulary speech recognition engine,”
http://julius.sourceforge.jp/.



 

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 268 – 278, 2005. 
© IFIP International Federation for Information Processing 2005 

Virtual Human with Regard to  
Physical Contact and Eye Contact  

Asami Takayama, Yusuke Sugimoto, Akio Okuie, Tomoya Suzuki, 
and Kiyotaka Kato 

Tokyo Univ. of Science,1-3 Kagurazaka, Shinjuku-ku,Tokyo 162-8601, Japan 
taka@katolab.ee.kagu.tus.ac.jp 

Abstract. In the future a virtual human is expected to play important roles such 
as a character, an avatar and a robot in the amusement field. To realize a virtual 
human computer-graphics has advantages in cost and maintenance. However, a 
human feels a slight discomfort at the robot's face that is represented by using 
CG because a robot's head in the virtual world does not fit in the environment 
of the real world. To resolve the problem, we have proposed a robot's head by 
using CG and some sensors that respond to a surrounding environment. Here, 
focusing on physical contact, this paper proposes a robot’s head using CG and a 
touch screen panel. Also, we propose robot eyes that reflect a surrounding 
environment realistically toward the realization of eye contact. Some 
experiments show that the robot’s face changes according to an environmental 
change like a human in the real world. 

1   Introduction 

A computer game provides us with an adventure world that we cannot experience in 
the real world by operating a virtual human as a character in the virtual world. When 
we communicate with other people through an avatar on the Internet, the 
communication among humans is different from ordinary direct communication. In 
addition, a partner-type of robot is expected to be a new creature that is not a human 
and not an animal. It may provide us with pleasure and contentment.  

Thus, a virtual human, which is the substitution of a human or a machine, is 
expected to be important for our lives. In the future, a virtual human is expected to 
play important roles such as a character, an avatar, and a robot in the amusement 
field. To create a virtual human, much research about a robot’s head has been actively 
done. A mechanical robot’s head is one solution for creating a virtual human. It is 
composed of mechanical parts such as artificial skin, artificial eyes, and so on. The 
head is equipped with many actuators that move the parts.  

On the other hand, the utilization of computer graphics (CG) is another solution for 
creating a robot’s head [1]. Compared to the mechanical method mentioned above, 
because there is no mechanical parts used in constructing a CG robot’s head, it is easy 
to create a robot’s head at low cost. Moreover, CG has the ability to represent a 
variety of appearances. For example, the following uses can be applied:  
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• To change a character or a hairstyle immediately according to the situation,  
• To exaggerate a facial expression as a cartoon character,  
• To change the shape of a face or hair.  

Thus, a variety of expressions for a robot’s head may enable a human to 
communicate with an entertainment-friendly robot. A robot’s head created using 
computer graphics has advantages in cost and maintenance compared with a 
mechanical one. However, people feel a slight discomfort at the CG-created robot’s 
head because a robot’s head in the virtual world does not fit in the environment of the 
real world. 

To realize a computer-graphic method with realistic representation, which benefits 
from low cost, this paper proposes creating a robot’s head using computer graphics 
and sensors. The face and hair of a robot head should be displayed realistically 
according to the peripheral environment. If this is not so, the robot will feel somewhat 
strange to the human who communicates with it. To resolve the problem, we have 
proposed creating a robot's head by using CG and sensors that respond to the 
surrounding environment as shown in Fig. 1 [2][3]. 
 

 

Fig. 1. Realization of robot’s head using CG and sensors 

The system had several kinds of sensors to detect the status of the peripheral 
environment, an estimator to calculate the status of unknown areas, and a display to 
represent the head of a robot. Light sources were calculated from a camera image and 
the appearance of the head was made to change according to the light sources. As a 
camera image had the information about light sources, the color, the size, and the 
position were calculated. In addition, the system estimated a peripheral environment 
by combining several pressure sensors with an analyzer using hydrodynamics. After 
measuring wind forces by several microphones that function as pressure sensors, it 
calculated the air flow surrounding the head of the robot and applied the flow to the 
hair. In this way, the wind-blown hair of a robot was displayed realistically. However, 
the previous system did not support physical contact and eye contact.  

According to a report [4], physical contact is an important factor for humans when 
communicating with each other. Therefore, a human feels slight discomfort around a 
robot when touching it if the robot does not respond to physical contact. To support  
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physical contact, this paper proposes a system that detects the pressure and position of 
the touched part on a touch-screen panel and modifies the geometric data of the 
robot’s head.  

Moreover, eye contact is also an important factor for humans when communicating 
with each other [4]. Therefore, a human feels slight discomfort around a robot when 
facing the robot if the robot does not respond to the surrounding object. Because eyes 
are the most impressive part, the robot’s appearance should realistically respond to the 
surrounding object. In particular, the glint in the eyes and the size of the pupil can 
change the facial expression [5]. Thus, this paper proposes a system that captures 
the surrounding view and reflects it onto the robot’s eyes with some physiological 
behaviors.  

Through experimental results, this paper shows the effectiveness of the proposed 
system and discusses some problems to resolve for a virtual human with regard to 
physical contact and eye contact.  

2   Manuscript Preparation 

A system has several kinds of sensors, such as camera, a microphone and a touch 
screen panel, to detect the status of the peripheral environment, an estimator to 
calculate the status of unknown areas, and a display to represent the head of a robot. 
The system uses a few sensors and calculates the environmental status from the data. 
Our estimation is that it is important to display the head realistically.  

  

Fig. 2. System configuration 
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In the prototype system that light sources are calculated from a camera image and 
the appearance of the head is made to change according to the light sources. As a 
camera image has the information about light sources, the color, the size, and the 
position are calculated. Since eyes are a very important factor for a robot to 
communicate with a human, eyes should be rendered realistically in case of eye 
contact. So, getting a camera image and applying it to the robot’s eyes, the reflection 
of a confronted human in the eyes is realized using texture-mapping technology. In 
addition, the system estimates a peripheral environment by combining plural pressure 
sensors with and analyzer using hydrodynamics. After measuring wind forces by 
plural microphones that function as pressure sensors, the system calculates the airflow 
surrounding the head of the robot and applies the flow to the hair. In this way, the 
wind-blown hair of a robot is displayed realistically. Physical contact is important for 
a robot to communicate with a human. The system uses a touch screen panel so as to 
realize the physical contact. When a human touch the robot’s face, the touched part is 
caved in.  

3   Robot’s Head Using CG and a Touch-Screen Panel  

A robot uses a surface acoustic wave touch-screen panel as a touch-sensitive sensor 
that detects pressure intensity and coordinates at a touched position. Based on the data 
derived from the touch-screen panel, the shape of a robot’s head is modified by 
moving the coordinates of the vertexes that compose the polygons of a 3D model. 

3.1   Shape Modification for Skin 

This section describes a method for modifying of the skin of a robot’s face. Fig. 3 
shows a skin model that is represented by a 3D polygonal model, and the close-up of 
the part. The model is composed of triangular polygons.  

Skin model 

Control point i

Control point j
r

Close-up of a part
 

Fig. 3. Skin model 

First, by pushing a touch-screen panel, the pressure and coordinates of the part 
applied are detected. Because the detected coordinates are two-dimensional, they are 
converted into three-dimensional ones in the virtual space. Assign the touched point 
in the 3D space as A.  
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Next, the distance between the touched point A and each vertex P
F 

of the polygons 

for a face model is calculated as d
F
=| P

F
A |. Then, each vertex is moved according 

to the distance d
F
. The moved vertex is calculated by  

P
F
 ’ = P

F
  + ( f + d

F
 ) V , (1) 

where the moving direction of the vertex V is backward in front of the screen, and f is 
the pressure obtained from the touch-screen panel.  

Scalp

O z

y x

(1)
(2)

(3)

N

G
A1

A2

 

Fig. 4. Hair model 

3.2   Shape Modification for Hair 

This section describes a method for modifying the hair of a robot’s head. Fig. 4 shows 
a scalp model and a hair model. The plural line segments that connect the vertexes 
represent the hair model.  

As with the method for skin modification, based on the coordinates of the touched 
point A and the pressure f, each vertex of the line segments of the hair model P

Hi 
is 

calculated using the following equation:  

P
Hi

 ’ = P
Hi

  + ( f + d
Hi

 ) V , (2) 

where d
Hi
 = | P

Hi
  - A | is a distance between the vertex P

Hi
 and the touched point A. 

Then, the updated coordinates of the vertexes move the line segments. 
In the case when a finger continues to touch the hair, the hair model changes as 

follows:  

1. First, find which hair is touched. Let A
1
 to be a current touched point, and let O to 

be the hairline of a touched hair.  
2. Next, let A

2 
to a touched point after the finger moves. And let  to be the angle that 

two vectors OA
1
 and OA

2
 make. Then, rotate the hair around the axis N, which is 

obtained from the vector product N = OA
1
 × OA

2
.  

3. Finally, apply the gravity G to every vertex form the vertex that is the nearest to 
the touched point to the end of the hair. 
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4   Robot’s Eyes Using CG and a Camera 

A robot uses a camera as a sensor in order to acquire a surrounding view and uses a 
light source as an image. By mapping the image texture onto the robot’s eyes, the 
realistic reflection of the surrounding environment is represented. Moreover, to 
realize a physiologic response, the pupil diameter is varied according to the 
surrounding brightness, which is calculated from the camera image.  

Camera

z

x y

v=1v

v=0
v=1/2

=0

Display

Origin O Origin C

y

z x

u=0

u
u=1

u=1/2
=0

DisplayCamera

Origin O

Origin C

 

Fig. 5. Location of camera and display 

4.1   Realization of Reflection 

Set each x-axis, y-axis, z-axis as follows: 

The x-axis is horizontal leftward, the y-axis is forward, and the z-axis is vertical 
upward on a display. The camera angle in the xy plane is , and the angle in the yz 
plane is . The viewing angle of the camera is 2  in the horizontal direction, and 2  
in the vertical direction. The camera can obtain an image of the range within  –    

  +   –      –  from viewpoint of the origin O. Moreover, the u-axis is 
horizontal rightward, and the v-axis is vertical upward on a texture plane, and the 
texture origin C(0,0) is at the bottom-left corner. The whole pixels of texture are 
defined as 0  u  1, 0  v  1.  

The following describes the method of texture-mapping the surrounding image 
onto the robot’s eyes. First, the texture image is generated from the camera image. 
Then, the texture coordinate (u,v) is calculated in relation to each vertex coordinate 
(x,y,z) of a polygon that composes a three-dimensional model. The two-dimensional 
coordinate (u,v) of the texture is obtained as 

2
1

2
v,

2
1

2
u +−=+−=

δ
βφ

γ
αθ

 
(3) 

Then, the three-dimensional coordinate of the existing 3D model is expressed as a 
Cartesian coordinate (x,y,z) and a polar coordinate ( , , ) as in Fig. 5. The relationship 
is given as follows:  

( ) ( )ρφθρ /arcsin,/arctan,222 zyxzyx ==++= . (4) 

Therefore, there is the following relationship between each u, v, and x, y, z: 

( ){ } ( ){ }
δ

β
γ

α
2

/arcsin
v,

2

1

2

x/yarctan
u

222 −++
=+−=

zyxz

 
(5) 
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The texture coordinate (u,v) is calculated by substituting the vertex coordinate (x, y, z) 
for the equation. Next, the blending ratio of the texture and color of the polygon’s surface 
is decided based on the 3D model’s material data on mirror reflectivity and transparency. 
Finally, texture mapping is applied to a 3D model using the acquired texture. 

4.2   Realization of Pupils and Eyelids 

The following description refers to the method of determining the pupil diameter and 
the distance between eyelids from the surrounding brightness, which is calculated 
from the camera image.  

First, the whole pixels for RGB average bgr . Then, the radiance value Y is 

translated from the acquired image in 8-bit YUV format because the image is 
expressed in 8-bit RGB format in this system.  

b114.0g587.0r299.0Y ++= . (6) 

Then, assign the radiance value Y to be an indicator of the surrounding brightness. 
The diameter of a pupil “d” is given by the following equation because the diameter 
of a human’s pupil is proportional to the logarithm of surrounding brightness. The 
symbols “max” and “min” represent  the maximum and the minimum of the pupil 
diameter, respectively. The symbol “a” is a proportional constant. 

a

a

Ywhend

Ywhend

YwhenYad

minmax

minmax

10min

1max

101logmax

−

−

≥=

≤=
<<×−=

 
(7) 

Moreover, the distance between eyelids “s” is determined in relation to the pupil 
diameter “d” using the following equation.  The eyelid is a constant w that is the 
distance between eyelids when a robot squints the most. 

minmax

dmax
ws

−
−×=  (8) 

5   Experiment 

5.1   Experimental Methods 

The following experiments are performed as a verification of the above-mentioned 
system. An overview is shown in Fig. 6. 

Touch 
screen 
panel

Camera Light

 

Fig. 6. Overview of the esperiments 
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1. Observe the change in the robot’s head by touching the face of the robot. 
2. Observe the change in  the robot’s head by  stroking the hair of the robot. 
3. Observe the change in the robot’s head by moving the surrounding object. 
4. Observe the change in the robot’s eyes by moving a light source. 

5.2   Experimental Results 

1. Changes when the Robot’s Face is Touched 
The changes when the robot’s face is touched are shown in Fig. 7.1 and Fig. 7.2. Fig. 
7.1 shows the changes when the right cheek is touched, and Fig. 7.2 shows the 
changes when the eyelid is pulled down. 

2. Changes when the Hair of the Robot is Stroked 
The changes when the robot’s hair is stroked are shown in Fig. 8.1 and Fig. 8.2. Here, 
Fig. 8.1 shows the changes when the robot’s fringe of hair is stroked from left to right, 
and Fig. 8.2 shows the changes when the robot’s hair is stroked from the ends to the 
roots.  

3. Changes when the Surrounding Object is Moved 
The changes when a light source is moved from the left to the right are shown in Fig. 
9.1. The zoomed-in one is Fig. 9.2. 

 

Fig. 7.1. Changes when the right cheek is touched 

 

Fig. 7.2. Changes when the eyelid is pulled down 
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Fig. 8.1. Changes when the robot's fringe of hair is stroked from left to right 

 

Fig. 8.2. Changes when the robot's hair is stroked from the ends to the roots 

 

      (a) The light is at the left           (b) The light is at the right 

Fig. 9.1. Changes in the head when the light source is moved 

 

 (a) The light is at the left           (b) The light is at the right 

Fig. 9.2. Changes in the eyes when the light source is moved (zoomed-in) 

4. Changes when the Environmental Brightness is Changed 
The changes when the environmental brightness is changed are shown in Fig. 10. 
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(a) In the dark          (b) In the light 

Fig. 10. Close-up of the robot’s eyes when the environmental brightness is changed 

5.3   Considerations 

1. Changes when the Robot’s Face is Touched 
Fig. 7.1 and Fig. 7.2 show the following changes in the robot’s face: 

• The touched part caved in when a human touches the robot’s face. 
• The harder the robot’s face is touched, the larger the area of skin caved in. 

A human felt these changes to be realistic (similar to a real human) except for the 
discomfort of the hardness of the screen panel. 

2. Changes when the Robot’s Hair is Stroked 
Fig. 8.1 and Fig. 8.2 show the following changes in the robot’s hair: 

• The robot’s hair is raised from the hair root to the touched position, and hangs 
down from the touched part to the bottom. 

• The harder the hair of the robot is touched, the more the hair is curved. 
A human felt these changes to be similar to the changes in a human’s hair. 

3. Changes when the Surrounding Object is Moved 
Fig. 9.1 and Fig. 9.2 show the following changes in the robot’s head: 

• We can see ourselves in the robot’s eyes when sitting down in front of the robot 
face to face. 

• The color and shape of a surrounding object appears on the surface of the eyes and 
the entire head of the robot. 

• The closer a surrounding object comes to the robot, the larger the object’s image 
appears on the surface of the entire head. 

• When a surrounding object moves, the object’s image on the surface of the head 
and the hair moves in the same direction. 

• The image of the surrounding object that appears on the surface of the eyes is 
clearer than the one on the face and the hair. 

A human felt these changes to be similar to the changes of the surrounding 
environment. 
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4. Changes when the Environmental Brightness is Changed 
Fig. 10 shows the following change in the robot’s eyes: 

• The brighter a light source becomes, the smaller the robot’s pupils become. 
A human felt this change to be similar to a real human. 

6   Conclusion 

Physical contact and eye contact are important factors in creating a virtual human for 
amusement. This paper has proposed a new robot system that communicates with a 
human by physical contact and eye contact using computer graphics and sensors. 
From these experimental results, we can obtain the following conclusions: 

1. The part of a robot’s face where a human touches caves in realistically according to 
the touch pressure. And, the hair of a robot realistically moves when being stroked. 

2. A surrounding view and brightness obtained from a camera are realistically 
reflected onto the robot’s eyes. A human can see himself or herself in the robot’s 
eyes when communicating with it face to face. 

Although these experiments are simple, we can say that it is expected that our idea 
could provide physical contact and eye contact in a practical way in the future 
because of the low cost. 

Facial expression is important for a human when communicating with a virtual 
human. Because the prototype does not support facial expressions, a human feels 
slight discomfort when around the robot. A mental model and a physiologic model 
have to be introduced. And the improvement of a geometric model, especially a 
surface model, is also a key factor in creating realistic facial expressions.  
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Abstract. In this paper we review the latest understandings about what emo-
tions are and their roles in perception, cognition and action in the context of en-
tertainment computing. We highlight the key influence emotions have in the 
perception of our surrounding world, as well as in the initiation of action. Fur-
ther to this we propose a model for emotions and demonstrate how it could be 
used for entertainment computing. We then present a review of emotion based 
toys and show our own development in this area. We conclude our paper with a 
discussion on how entertainment systems would gain from a better and more 
comprehensive understanding of emotions. 

Keywords: Emotion, power death love trilogy, empathy, interactive toy. 

1   Introduction 

There have been numerous definitions given to the concept of emotions. It would go 
beyond the scope of this paper to give a comprehensive and complete survey of the 
various definitions given to emotions in a wide variety of sciences and philosophical 
schools. We will instead focus on those definitions that help us understand emotions 
from the perspective of entertainment. To understand emotions, we have relied on 
current developments in neuroscience, psychology, Human-Computer interaction and 
Artificial Intelligence. More specifically, we have looked at what have emotions been 
described as and what have they been related with.  

Emotions have been associates with decision-making processes [1], and with regu-
lation of behaviour [2]. Emotions help us keep out of harm's way effectively and effi-
ciently. As an initial reaction to unknown experiences emotions ensure we are not 
hapless and indecisive when a choice or a decision need to be made. Even in the case 
of contradicting and incomplete information availability. Emotions are an essential 
part of our cognitive and behavioural capabilities [3], and play a continuous role in 
defining who we are as individuals. Some even advocate that no cognitive process is 
possible without emotions [4]. As well as that emotions should play an important part 
in the field of Human-Computer Interaction [5]. 

Emotions have social functions [6], and society has an influence on our emotions 
[7]. Emotions also play a role in our perception of reality down to the perception of 
our own body generated signals such as pain. Such influence is due to changing of the 
focus of our attention [8] [9]. Emotions also require some processing and regulation. 
It is a mechanism to avoid that an emotional experiences becomes overwhelming and 
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thus prevents other experiences and processes to proceed without hindrance [10]. The 
emotional regulation is performed continuously and in a way to ensure that we are not 
overwhelmed with emotions. Both emotional processing and regulation are complex 
mechanisms that are not always effective. Emotional avoidance for example can re-
sult in an increased in self-generated emotions leading to a self-perpetuating and am-
plifying loop and defeat the purpose of such an avoidance [11]. In other words, we 
become victim of a panic attack [12]. 

In this paper we propose to investigate how a better knowledge and understanding 
of emotions could help develop better entertainment systems. We define entertain-
ment systems as those that deliver an attention holding diversion. In effect, entertain-
ment systems grab your attention away from your daily routine. Because emotions are 
known to affect attention [8] [9], the link is therefore strong between emotions and 
entertainment. Traditionally, there has been emphasis on the entertainer to provide a 
trigger for an emotional response from the user/audience. This is particularly the case 
with historical entertainments such as performing and fine arts. More recent enter-
tainment systems based on information technologies have permitted the emergence of 
emphasis on the media used to carry/render the emotions. In essence a video game or 
a multimedia system will explore a combination of modalities and medias to deliver 
an effective entertainment. Latest entertainment, due to the emergence of the Internet 
and other networks have given room for the sharing of the experience and of the emo-
tions between users.  

Entertainment systems have evolved into three major groupings: (1) The explicit 
rendering, and the asymmetric (mainly performers to user) flow of emotions (e.g. 
Paintings); (2) the media and mode rich rendering, and the symmetric (performer to 
and from user) flow of emotions (e.g. multimedia games); (3) the realism, and the 
triangular (performer to and from users and between users) flow of emotions (e.g. 
online games). While some forms of entertainment will directly express a variety of 
emotions, others will abstract emotions into music, colours etc. Emotions are experi-
enced when using a form of entertainment and in some cases the emotions are also 
shared with other users or with the provider of the service. What is of particular rele-
vance in this grouping is that for human to human communication to occurs and thus 
a possible dynamic exchange of emotions there is a need for either one of two possi-
bilities: (1) The performer of the entertainment is human and he is connected to the 
audience (e.g. theatre); (2) there is a connection between users (e.g. Internet games or 
audience in a street theatre). As we are interested in rich dynamic emotional ex-
changes we have thereafter to ensure that it is the case that in our system either one of 
these two possibilities occurs. 

2   Emotions 

2.1   Dimension of Emotional Experiences 

Emotions are a combination of physiological, psychological and physical experiences. 
They include a combination of motor, sensory, autonomic, cognitive and affective 
experiences. A Sensory experience is related to the emotions that we perceive thanks 
to our perception. An example is the perception of sadness in a facial expression. 
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Motor experience is the physical changes our body goes through when experiencing 
an emotion, e.g. physical withdrawal when scared. Cognitive experience is related to 
our assessment of the emotion we are experiencing and the conscious thinking about 
it (see also the discussion in [23]). In essence it is the conscious experience of our 
emotions. The affective part is about how we project an emotion onto the object that 
has provoked the experience. So we project happiness towards a friend and fear 
towards a gun. The autonomic experience is about the autonomic response we have of 
our emotions. Face blushing, increased heart beat and sweating are good examples. 

2.2   Emotional Concerns: A Trilogy 

Although there has been consensus in accepting that emotions are directed towards an 
object [13]. We advocate a more encompassing description of emotions as requiring 
several components rather than an object. The experience of emotions is a pheno-
menon that takes place as the result of exposure to a combination of up to three com-
ponents: a situation, an environment or an object. An example would be having a con-
versation, in a hot office while holding a stress ball. The conversation could be at the 
origin of some emotions, the temperature of the office will induce stress and negative 
emotions while the stress ball could help you gain some relief. It is a rather simplistic 
portray of emotions but it does include the three possible origins for an emotional 
experience. Either of these components or a combination thereof will be of relevance 
to the individual. Such relevance is determined by the influence, the significance, the 
importance and the effect(s) the exposure will have on a person. More specifically, 
the resulting changes on his needs, requirements and desires. The needs are the 
essential necessities of a person, such as breathing and eating, the requirements are 
necessary elements to fulfil a function or a task, while the desires are related to a 
person goals, concerns, beliefs and drives. It is also important to investigate what 
would be capable of provoking an emotional response. As not all events will have an 
influence on our emotions. How could one draw some general rules which could be 
used to determine the influence an event would have on emotions. 

The brain could be described as a pleasure seeking system that has sophisticated 
circuitry to generate and appreciate pleasurable stimulis (see [14]). It does make sense 
to seek to establish what does trigger pleasurable stimulis. Beside cognitive processes 
the brain is also home to affective processes that are the seat of our emotional 
experiences. Current knowledge of functional neuro-anatomy of the brain indicate 
that sensory imputs and their assessment play a major triggering role in the emotions 
that we experience (see for example [15]). Furthermore, the assessment of sensory 
inputs is generaly performed in line with personal concerns. These concerns can be 
personal, or universal, general or specific (i.e. confort, well being, social relations). 
Our interest in these emotional concerns lies in those that are universal, we call them 
major concerns. We advocate that these majore concerns are generally related to: (1) 
power (e.g. hierarchy, competition, and submission); (2) death (e.g. violence, health, 
and self preservation), and (3) love (e.g. friendship, hatered, and lust). What is 
noticeable is that our lives are rich with combinations of these major concerns. Such 
combinations are not necessarily balanced between the three. In fact without wanting 
to advocate such a cynical view it seems that power is the ultimate concern with 
death, and love the most effective means used to overcome it. Our trilogy of 
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emotional concerns has been established by looking at several elements of human 
history, culture and religions e.g. remarkable events, lasting buildings and work of art 
that have a certain historical or cultural value1. Indeed historical events, are all 
reported within the perspective of one of the three concerns (king legends, wars and 
love stories). It is cross cultural and cross centuries (Maharabata 5BC – 2AD, Shake-
speare works such as Macbeth 1605-1606, and Romeo and Juliet 1594-1595). Even 
contemporary media relate to these three concerns (see figure 1).  

 

Fig. 1. Power, Death and Love as human characteristics. From left to right: In “2001”, HAL 
takes over power as he considers humans not capable of handling the mission properly [16]. In 
“The Bicentennial Man”, Andrew Martin the robot seeks to die to become human [17]. While 
in “AI” David the child robot is seeking maternal love [18]. 

    Furthermore, there are medical evidences that sustain our proposal of emotion 
concerns. LSD and other hallucinogens help people feel like empowerment and the 
presence of powerfull elements as well as out-of-body experiences. A similar 
experience of life-after-death is also reported from patiens with brains that are under 
anoxic (low oxygen) conditions [19]. Patients suffering from Complex Partial 
Seizures have reported hypersexuality and hyposexuality [20]. Epilectic subjects also 
report on the feeling of an overwhelmingly powerful being and some have shown 
hypersexuality [19]. Finally looking at folk culture and traditions, hypnotic states and 
states of trance have been described as means to reach higher self-control 
(meditation), after-death (medium) and higher level of sexual pleasures (orgasm 
prolongation exercises). 

2.3   Fundamental Emotions 

According to functional neuroanatomy of the bain, there appear to be five emotions 
that we all share as they have dedicated parts of the brain [21]. We call these 
fundamental emotions. The five fundamental emotions (FEm) are: (1) anger, (2) 
disgust, (3) fear, (4) happiness, and (5) sadness. These five FEms have a substantially 
more significant role that the reminder of emotions which we experience. This is due 
to the dedicated brain circuit for each one. As a general rule the five FEms are 
essential for our well being and safety. They ensure that we are equipped to deal with 
a range of situations (dangerous, safe, beneficial etc.). They take us out of harm’s way  
                                                           
1 The original idea of this trilogy was provided by Marcel Reich-Ranitzky. 
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by providing a motivation for actions either avoidance (disgust), escape (fear),  
introspection (sadness). FEms provide us with basic social skills attraction 
(happiness) and rejection (anger) of our peers. Other emotions as we experience them 
are social and cultural constructs. We learn to understand the emotional experience as 
more than the FEms, due to the context where it occurs. So for example anger 
associated with an individual will become disliking [23]. In our opinion, highlighting 
these emotions could be beneficial for the development of more effective 
entertainment systems. 

3   A Role for Emotions 

Emotions were considered as the mechanism necessary to initiate a wide range of 
actions not deemed essential. Blushing or smiling are directly initiated by our emo-
tional experience. While keeping the balance, breathing and others actions are not ini-
tiated by emotions, although they can be modified by them. Until recently preventing 
one’s emotions and controlling one’s emotional reactions was deemed necessary 
when making decisions and choices. The argument was that one should think 
rationally and logically rather than impulsively and emotionally. 

 

Fig. 2. The conventional understanding of emotions is that we first perceive something, we then 
experience an emotion related to that event. Our emotion will then motivate us to action. Thus 
follow volition and then action.  

From emotions we draw motivation and action (see figure 2). Emotions in this 
model are the result of perception, which could be misguided. Therefore, it was  
accepted practice to ignore, inhibit and control one’s emotions and not to use them as 
a decision mechanism. Until recently, emotions were not even included in cognitive 
processes. A good example is the unlikely emotionless character of Mr Spock in the 
star trek series. 

However, looking at the latest development in funcional neuroanatomy of the 
human brain. Emotions can be considered as resulting from an input stimuli. Such an 
input is assessed by the brain emotional engine as described in figure 3. The 
emotional input is processed and yields an emotional response or a lack thereof. In all 
cases emotional responses are a result of the assessment of emotional input in terms 
of the positive effect such input could have in any single or any combination of 
emotional dimensions as described in section 2.1. Thereafter is it important to high 
light two key facts about emotions. First emotions are rendered within the perspective 
of the self, and second emotion have a hedonistic dimension in that there is a positive 
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correlation between the reward associated with an emotional input and the kind of 
emotional response rendered as a result of the same emotional input. 

Another relevant fact, within entertainment computing is the time dependence of 
emotions (see figure 4). We have established a timeline of emotions ranging from 
the short timed emotional response such as laughter to a much longer emotional 
response such as moods and trait. Further down the line personality and characters 
are emerging as part of one’s emotional profile over a period of time that spans 
years. 

 

Fig. 3. A simplified brain pathway for emotions as extrapolated from [21] [15]. What is inter-
esting and relevant within the context of entertainment computing is that the emotional reaction 
feeds back into the input channels of our senses and is thus again part of an emotional reaction. 
Letting such a loop loose, leads to overwhelming emotions and panic. 

 

Fig. 4. Emotions have a time dependence that is often overlooked. Short time span of seconds 
is generally related to the electrical activity of the neurons and result in the experience and ex-
pression of emotions. Further time is generally required for hormonal effects which results in a 
change of mood and trait one can be known as having. With a longer time span, attitude, char-
acter and personality start to emerge as qualities of an individual.  
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3.1   Emotions and Pleasures 

Emotions can also be defined as the hedonistic assessment of our sensory inputs. The 
inputs are evaluated in terms of their pleasure value. The hedonist value, a perceptual 
event may have, is related to the amount of pleasure one is expected to experience. As 
a result we use emotions to assess how pleasurable or pleasure inducing a perceptive 
event can be. This result in a positive to negative assessment of an emotional expe-
rience, also called valence [24]. The emotions hedonistic value is linked to the 
expectations within the context of the emotional experience and the expressive value 
and consequences as part of communication. In general we build expectations 
whatever the context we are in, not only about what should happen but also about our 
own behaviour. As a result events that do not fall within the expectations will yield 
emotional responses that might be difficult to manage and with the tendency of being 
classified as negative. Similarly the expressive value and consequence of the 
expression of an emotion play a role in the kind of expressions one will be 
experiencing. In other words people are more likely to experience emotions as they 
are expected to, than otherwise. Socio-cultural habits and rules are established during 
our life to help construct a comprehensive set of rules regarding the acceptability of 
emotions. This is another relevant fact when designing entertainment systems. In 
short it is better to integrate emotion rendering that are known and familiar to the 
user. This would yield a clearer if not stronger emotional perception. 

4   Emotions and Entertainment 

From the pervious sections we have seen that emotions are a rather complex concept. 
Furthermore to add to the problems there are no clear rules on how to provoke an 
emotion. One can rely on centuries of entertainment to see how emotions have been 
abstracted, rendered and perceived. Theatre has shown how successfully a wide spec-
trum of emotions can be used. However with the advent of entertainment computing, 
there has been increased pressure to explore the wide spectrum of emotions rather 
than to focus on what current entertainment computing has delivered. We know that 
there are five fundamental emotions (FEms) (disgust, fear, sadness, happiness and 
anger). We advocate that entertainment computing could gain from exploiting these 
five emotions as the basis for the service provided. We thus combine these emotions 
with the three emotional concerns of mankind. We list next some of the current de-
velopments and what systems exist in this matrix-like arrangement between the three 
concerns and the five FEms. As it would otherwise be a too large task, we will focus 
in the next sections on games, toys and robots to illustrate our point about emotions 
and entertainment. 

4.1   Death and Love Entertainment 

Emphatic electronic toys are a recent development (1998). Furby is a good example, it 
has been a very successful toy selling at more than 40 millions units [25]. A new 
generation is currently being developed: “The emotional response of the new FURBY 
creature is one of the most noticeable changes from the original. EMOTO-TRONICS 
allows the FURBY creature to react based on how a child interacts with it” [idem]. 
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The attribution of life-like characters to Furby is such that there are several websites 
related to autopsies of the toy (e.g. [26]). Other developments in this area include the 
micro-pets from TOMY [27] and the new generation Tamagotchi [28]. With empathic 
toy the issue of positive, altruistic behaviour (caring and loving) as part of 
entertainment has been addressed. Until then no entertainment computing systems 
was related to an altruistic attitude towards entertainment. Rather many systems relied 
on an egoistic attitude towards entertainment. One has to go to the world of basic toys 
such as dolls (Barbies and notably babies-like dolls) to find such equivalence to today 
empathic electronic toys (see figure 5). What is notable, is the combination of death 
and love for the Tamagotchi and Furby! 

          

Fig. 5. Empathic toys: Micro-Pets (left) from TOMY, Tamagotchi (middle) from BANDAI, 
and Furby (right) from Hasbro. For each of these toys the owner is required to “nurture” them, 
play with them and attend to their needs. In essence you need to care for them. The FEms in-
volved are happiness, sadness and to a lesser extent anger. 

4.2   Power and Death Entertainment 

Most current games of first person shouting are combining power and death (e.g., 
figure 6). The game objectives are generally about taking over control of some 
country, city, or base and to kill as many of the enemy as possible. In effect, death (of 
opponents) is used as a mean to reach power. 

  

Fig. 6. Doom (left) [29] and God of war (right) [30] games. Highly popular computer games 
are related to death and power. The FEms involved are fear, anger and disgust. 

4.3   Power and Love Entertainment 

This category has mostly been focused on adult explicit games (e.g. see figure 7). 
These games have a common scenario in that the player is in control of the script and 
what actions, generally of sexual nature will the character perform. Lust is used to 
achieve power over the characters portrayed. 
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Fig. 7. 3D SexVilla (left) [31] and egirl (right) [32] games. In 3D SexVilla players are in con-
trol of what females will do in terms of sexual activities. Similarly with egirl although your 
control goes to a further extent.  

4.4   Love and Death Entertainment 

Therapeutic robots have been developed to provide for patient support for their 
emotional needs. In essence patient use the robots to project love and care and in 
return feel as if involved with a loving pet. Positive results have been reported, the 
robots do have purpose in improving the patient condition. Similarly the idea of 
“resurrecting” your dead pet is a form of death and love entertainment. In the example 
presented (see figure 8), it is no less than a zombie cat that is proposed (i.e. a pet robot 
covered with the actual skin of your beloved cat). 

Fig. 8.  Therapeutic robot Paro (left) and the “zombie cat” (right). Paro helps you recover from 
your illness, using love that you feel for it to help you recover from illness [33]. The zombie cat 
was developed as a pet robot that acts as sleeping packaged in the skin of a beloved cat. Thus 
creating a zombie combines death and love [34]. 

5   Power and Love Entertainment: The Mollycoddle Robots 

In the perspective of the ideas presented in this paper and the review of current enter-
tainment systems, we have launched the mollycoddle project. In this project, the key 
issues to be addressed were: (1) Rendering of emotion through postures and move-
ments, (2) Effective human perception of the emotions expressed by the robot, (3) 
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Clear rules of engagement and social rules used by the human and the robot, (4) As 
natural as possible interaction between the user and the robot, (5) Real-time perform-
ance by the robot. The robot was designed for 8 to 12 years old girls. Our students 
were asked to investigate the main interests, needs, requirements and desires of this 
population of users. The students were requested to develop a toy that has some expres-
sive functions and that must be held to be used. We then encouraged two different direc-
tions for two groups, one was power toy, where by the mollycoddle should be used for 
power projection. The second direction was love: the mollycoddle should be used to 
express love. Both toys have a soft body with embedded electronic circuitry. 

5.1   Power Toy: The Cuddle 

In the case of cuddle, power is associated with fights with friends. Initial user tests 
have demonstrated the popularity of Cuddle (see figure 9). Accelerometers detect 
actions and control the playback of cartoon animals and characters recordings. 

   

Fig. 9. A mollycoddle toy emphasising power: Cuddle (left). Such a toy was designed to hit 
your friend. Cuddle can be used in “pillow fights” (right).  

5.2   Love Toy: The Miko 

The core of Miko is a modified hard-disk drive used to translate sounds into vibra- 
tions (see figure 10). Heartbeats are thus generated and can be felt when handling 
 

  

Fig. 10. A mollycoddle toy emphasising love: Miko (left). Such a toy was designed with emo-
tion rendering functions. In the case of Miko sounds are translated into vibrations. These vibra-
tions can only be felt if the toy is tightly held (right). 
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the toy. The tail of Miko is also equipped with a small vibrating engine. As a result 
one can feel and slightly hear a buzzing sound coming from the tail. 

6   Conclusion 

Entertainment computing has emerged as an alternative to conventional entertain-
ment. It is an alternative rather than a continuation, because as we have discussed it 
here there is a clear potential for such entertainment to go beyond the usual under-
standing of what is entertainment. Understanding what emotions are and how to use 
such understanding in the development of novel entertainment systems is part of ob-
jectives of this paper. Furthermore we hope that this attempt at understanding emo-
tions within this context should initiate further developments in the way entertainment 
is delivered. While most entertainment has been passive over the past, entertainment 
computing gives us the opportunity of a more user active involvement. Combining 
this with a refined model of emotions and their rendering should yield more exhilarat-
ing entertainment. We hope to have demonstrated that our proposed trilogy can be 
successfully applied in the design of a new generation of entertainment robot toys. 
One of the difficulty we have met is creating toys that are truly addressing one and 
only one of our major concerns. Future work would be in developing systems that 
embody a combination of these concerns and ultimately the whole trilogy. Finally we 
hope to have open a debate in the entertainment community about what direction 
could be taken in the development of new systems. 
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Abstract. Popular acceptance of the mp3 digital music standard has greatly in-
creased the complexity of organizing and playing large music collections. Exist-
ing digital music systems do not adequately support exploration of a collection, 
nor do they cater to multi-user interaction in a social setting. In this paper, we 
present the design of a ubiquitous system that utilizes spatial visualization to 
support exploration and social interaction with a large music collection. Our in-
terface is based on the interaction semantic of influence, which allows users to 
affect and control the mood of music being played without the need to select a 
set of specific songs. This design is inspired, to some extent, by Gaver’s work 
on ludic design. We implemented a prototype as a proof of concept of our de-
sign. User testing demonstrates that our system encourages participation and 
strengthens social cohesion. Our work contributes to interactive interface re-
search in that it extends the utility of map-based visualization of digital music. 

Keywords: User interface, music map, social interaction, entertainment, table-
top display, music classification, mp3. 

1   Introduction 

Advancement in digital recording technology and the mp3 digital music standard have 
spawned a trend of large music collections. With this new technology has come a 
novel set of problems. One emergent issue is that interfaces used to play digital music 
do not support interaction with large collections in social situations. 

Traditional forms of recorded music such as compact discs (CDs), tapes, and re-
cords present music at the granularity of the album, comprised of a set of 10-15 songs. 
Digital media poses a more challenging organization problem because mp3 files re-
duce the granularity of music to the size of the individual song. It is much more diffi-
cult to interact with a collection of 600 mp3 files than the collection of 50 CDs from 
which the songs were taken. 

Digital solutions to the music organization problem have been attempted by means 
of metadata (ID3 tags) that explicitly denotes the artist, album name, year of produc-
tion, and genre of an mp3 file. In practice, these fields are rarely utilized correctly. 
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Thus, classification of large digital collections remains an open problem for both 
single users interacting with a music player, as well as in the domain of multi-user 
social interaction with recorded music. 

The standard PC-based digital music player is designed for single-user interaction. 
The user interacts with the system by adding individual mp3 files to a playlist. Selec-
tion of each file requires linear searching within the computer file system. The playlist 
metaphor does not support the idea of a continuous mood or feeling of music – often 
the goal of the music listener – because selection occurs at the granularity of a par-
ticular song. Additionally, this selection granularity may be problematic for users who 
are not familiar with the specific artist and song names. Furthermore, the system is 
constrained to the computer itself. These characteristics result in a system that re-
quires a nontrivial investment of interaction time by a single user. A trend discovered 
through an initial user study was that many users abandon direct control by engaging 
a “random” play mode with all songs in the collection. This method requires continu-
ous interaction with the system as users generally will continue to skip to a new ran-
dom song until they find one that fits their current mood. 

The user interface of the PC-based digital music player clearly does not support mu-
sic selection by multiple people in a social situation. One manifestation of this defi-
ciency is a phenomenon we will refer to as “separate party syndrome,” wherein a small 
number of people tend to gather around the desktop computer, away from the other 
attendees of the party, dominating the selection of music. A small fraction of attendees 
participates in music selection with this type of interface and those who do are removed 
from the social atmosphere of the party while engaged in music selection.  

Effective social interaction with a digital collection requires a means by which to 
explore and discover its contents and to play music in a manner that is inclusive of the 
preferences of each individual, yet results in a smooth progression of music through 
different moods, styles, and tempos of music. Such a solution should not require sub-
stantial investment of interaction time, nor should it require a departure from the so-
cial atmosphere. In an effort to address the shortcomings of current digital music 
solutions, we present a ubiquitous system that utilizes spatial visualization in order to 
support exploration and social interaction with a large music collection. 

2   Related Work 

2.1   Spatial Visualization of Music  

As personal digital music collections grow larger, the science of visualizing such 
archives is becoming popular. A number of papers on this topic have been published. 
For example, Torrens et al. [7] have experimented with visualization techniques such 
as disk, rectangle, and tree-map visualization. 

Other research has taken on the analogy of cartography. Pampalk et al. [5] have 
created a map-based visualization called Islands of Music. This system creates a self 
organizing map by sampling the songs and extracting raw audio data. The music is 
classified by comparing traits such as loudness, sensation, and rhythm patterns. The 
results are used to display the music collection spatially, such that similar pieces of 
music appear close to each other. This organization is visualized as a geographic map. 
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Similarly, van Gulik et al. [2] have developed the “Artist Map,” a technique that 
employs graph-drawing algorithms based on an energy model. Like Islands of Music, 
this system presents a visualization using data derived from the music itself, but also 
incorporates metadata that can be obtained from ID3 tags and web services. 

In all the visualization systems discussed in the literature, the objective is to dis-
play a representation of the music collection. These systems focus on navigation and 
exploration of a music collection. We have yet to find evidence of any of these sys-
tems being utilized to listen to the music library, for example, via the creation of play-
lists. We endeavor to extend the idea of map-based music visualization systems by 
using such a visualization to support the selection and playing of music. 

2.2   Social Interaction and Music 

Current research on social interaction and music has focused on the creation of music 
through social interaction. A project at the MIT Media Lab examined changing ambi-
ent music at a social gathering based on the type of beverages people were drinking 
[3]. Ambient music was not recorded music, but a combination of various musical 
sounds. 

In the domain of recorded music, O’Hara et al. have examined a song selection 
system used in a public space [4]. Patrons of a pub democratically chose which song 
to play next. Our interface is intended for a different social context: private social 
gatherings. Furthermore, our interface will gather input from each every user’s selec-
tion, incorporating this data to play music that will cater to the preferences of all par-
ticipating users. This is quite different from a voting mechanism for song selection on 
a song-by-song basis. 

2.3   Ubiquity and Interactive Displays 

Rogers and Lindley [6] conducted a study to investigate how the physical orientation 
of a shared display affects group collaboration. They found that table displays encour-
age group members to switch roles often, explore ideas, and closely follow the activi-
ties of other members of the group. The social aspects surrounding the use of tables 
make them appealing for use as displays. Tables are common and are incorporated 
into the design of most rooms, allowing such displays to blend into everyday life. 
This “blending” is a defining characteristic of ubiquitous computing, as presented by 
Weiser [8]. Thus, we feel that a tabletop display is an ideal medium to utilize in the 
separation of the music collection from the computer. We were also encouraged by 
the social affordances associated with tables, and believe that they are well-suited to 
creation of a system in which groups of people are encouraged to interact. 

2.4   Ludic Design 

Gaver et al. explored the notion of ludic design in order to address computer use in 
the realm of people as “playful creatures” (“Homo Ludens”) [1]. The Drift Table is a 
tabletop display that displays aerial photography. The display slowly drifts across a 
landscape and is controlled by the distribution of weight on its surfaces. Goals derived 
from the ludic outlook include avoiding the appearance of a computer and supporting 
social engagement in ludic activities. Strongly contrasting with traditional goals for 
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computer systems, the designers’ objective was to avoid meeting users’ immediate 
desires or demands. For instance, the system was designed to disallow a move to a 
particular location. Instead, users must work together to influence the direction of the 
drift. We were inspired by this idea of influence over selection in order to support 
open-ended, social use of an interface for exploration of a music collection. 

3   Design 

Our general design goals for a system that supports exploration and social interaction 
with a large digital music collection were as follows: 

• Present the collection in a form that supports exploration; 
• Preserve social cohesion; 
• Encourage collaboration in the music selection process; 
• Separate the music collection from the computer. 

We propose a table-based system that utilizes music map visualization. A selection 
cursor is displayed on the map corresponding to the location of the next song to be 
played. Users interact with the system by entering directional input to affect the mo-
tion of the selection point. 

The notion of exploration in a musical space is important to our design. Users who 
are unfamiliar with a particular music collection may be timid and may therefore shy 
away from participating in music selection. By providing an interface that suggests 
traversal and exploration, everyone is equipped with an equal level of understanding. 
This allows the unfamiliar user the freedom to participate and influence the naviga-
tion of the map without social pressures. We aim to provide an interface in which no 
one person chooses a specific song. Instead, we envision a group of people working 
together to influence the musical atmosphere of a room by exploring a map. 

A tabletop system, when strategically placed in a room, ensures that social cohe-
sion is preserved. First, this type of system ensures that users are not required to re-
move themselves physically from a social area in order to attend to a computer, which 
may be located in the corner of the room or in another room entirely. Second, by 
separating our system from a traditional PC, we ensure that users will not become 
distracted by other software while in the process of selecting music. As discussed 
above, tabletop systems are also known to encourage collaboration. 

Because of the low level granularity of digital music collections, displaying the 
collection at the level of a song can make the selection process tedious. Displaying a 
collection as a series of folders organized by traits such as artist or genre is not ideal. 
Instead, we aim to separate the names and titles of songs from the visualization, in-
stead focusing on the mood or atmosphere inspired. We feel that the geographic map 
metaphor addresses this goal. This idea of a “music map” visualization of a music 
collection is useful and engaging because it compels users to traverse and explore the 
music. Just as an orienteer navigates a map to discover new locations, our users will 
be able to discover new music. We decided to implement our system as a static map 
with a moving selection point as opposed to the Drift Table design, which utilizes a 
static selection point and a moving map. This provides users with the context neces-
sary to not only explore, but to learn and retain the discovered information. 
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Simultaneous multiple-user input is also important in encouraging collaboration. 
However, such input cannot be discrete: input from each user must be multiplexed 
together to achieve the music selection. We capitalized on the idea of influence over 
selection broached by Gaver et al. [1]. Discrete directional input entered by each user 
combines to influence the direction of movement of the selection point. The idea of 
influence is also important in effectively matching the interaction style to the map 
metaphor. In the case of a music system, ‘selection’ gives the user the expectation of 
specifying the exact song to be played. This does not work well in a group setting: 
each person will want to hear ‘his’ or ‘her’ specific song, and unfamiliar users have 
no opportunity for input. With an ‘influence’ semantic, on the other hand, there is no 
such expectation or limitation. Instead, users are given the sense that their actions will 
have an impact on the music played, but without the certainty of an exact song. Also 
of note is the fact that the map visualization, devoid of artist and song names, does not 
give the option of selecting a specific song; thus, we must approach the user interac-
tion from the influence perspective. 

4   Prototype 

We designed, implemented and tested a series of prototypes. The goal of the first 
iteration was to avoid “separate party syndrome.” Evaluation demonstrated evidence 
that the system succeeded in this goal. Our second iteration focused on resolving 
issues reported during the initial user evaluation. These issues were restricted to the 
music map, the interaction metaphor, and the graphical user interface. All other as-
pects of the implementation were left untouched. Our discussion here is confined to 
the most recent iteration of the prototype. 

4.1   Prototype Design 

The Music Map. We created our own music map for the prototype; however, our 
system design can support any music map visualization, such as those referenced in 
the related work section. In the creation of our map, 348 songs of various styles were 
subjectively sorted by similarity of sound and genre into 50 categories. The categories 
were then arranged spatially such that similar genres appear near one another. Artistic 
license was employed to create the impression of a geographical map. Broad catego-
ries were indicated using a colour coding scheme and were communicated to users via 
a map legend. Lower level categorization is implied via blending of fills and spatial 
layout. Refer to Figure 1 for a screen capture of the music map visualization. 

 
User Interface. The music map is presented on the tabletop display along with the 
legend that relates map colours to music styles. The selection cursor is denoted by a 
small target icon that pulses in brightness to capture the users’ attention. The notion of 
influence is attained through the analogy of wind flow. Users cannot directly move 
the position of the selection point; they can only affect the direction and speed of 
wind flow that causes the cursor to drift slowly across the map. Wind flow is visual-
ized as semi-transparent flow lines moving over the map. Eight buttons arranged at 
compass points around the tabletop display allow users to control direction  and speed 
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Fig. 1. The MUSICtable: table top (left); music map graphic (right) 

of the wind flow. Wind flows in the direction of the last button press and multiple 
button hits in the same direction cause the flow to increase speed. LED indicators 
around the buttons, in addition to the change in direction and speed of flow line mo-
tion, provide feedback to users regarding the way in which their input has affected the 
system. The selection cursor slowly drifts in the direction of the wind flow and each 
time a song ends, the next song to be played is selected from the musical area nearest 
to the current location of the selection cursor. The incremental change in the selection 
cursors position fits well with the semantic of influence. The cumulative effect of all 
users’ input shapes the path of the selection cursor as it moves through the music 
space. 

4.2 Implementation 

Software System. The control and visualization software was developed in Windows 
and can be broken down into the following tasks: 

• Display the music map and wind flow visualization; 
• Receive button input and change wind flow direction / speed; 
• Select a song based on the location of the selection cursor; 
• Ensure music plays continuously without repeating songs. 

Graphic visualization was implemented with the openGL graphics library and 
Utility Toolkit (GLUT). The control system integrated button input using Windows 
drivers for the Phidgets USB interface board. The actual playing of mp3 music files 
utilized the open source FMOD audio engine. 

In order to select a song based on location, all songs were spatially subdivided us-
ing a quad-tree data structure. This creates a grid representing the music map where 
each grid square contains, at most, five songs. When the system selects the next song 
to play, it finds the grid square at which the selection point is located and then ran-
domly chooses a song from that grid square. To ensure that songs are not repeated and 
that music plays continuously, an additional coarse-grained subdivision is created and 
used if the fine-grained grid contains only songs that have already been played. 
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Fig. 2. The MUSICtable prototype (left); Users interacting with the MUSICtable (right) 

Hardware System. Key features of the hardware system were the tabletop display 
and the button hardware. We used an LCD monitor embedded into the middle of a 
table in order to provide a bright display with high resolution. A glass cover over top 
of the display was flush with the table surface to maintain the system’s utility as a 
table. The table stands three feet tall at a comfortable height to use while standing.  

The button hardware was created with simple contact push buttons and LEDs. We 
used a Phidgets Interface Kit 8/8/8 board, housed inside of the table, to capture button 
input and to control the LED indicators. The software system ran on a Windows PC 
located inside the MUSICtable. An external audio jack provided a connection to the 
stereo system. The prototype is shown in Figure 2. 

5   User Evaluation 

5.1 Iteration One 

We evaluated our initial MUSICtable prototype in comparison with a laptop computer 
system running Nullsoft’s Winamp mp3 player. This popular software is used to build 
and play playlists of songs from a digital music collection. 

The broad goal of our system was to avoid the “separate party syndrome” often in-
volved in digital music selection in a social setting. Thus, it was necessary to compare 
our system with a Winamp interface also located in the centre of the party room in 
order to show that more is required to solve the problems associated with social inter-
action with a digital music collection than merely moving the traditional computer-
based system into the centre of the social circle. 

Hypotheses 

H1: A larger percentage of participants will involve themselves in music selection 
with the MUSICtable tabletop system than with the PC-based Winamp system. 
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H2: The MUSICtable system will preserve social cohesion: Participants will experi-
ence lowered feelings of separation from the social atmosphere while involved in 
music selection with MUSICtable than with Winamp. The MUSICtable system will 
encourage a higher level of collaboration than Winamp. 

Participants. 13 participants, all between the ages of 18 and 30, were recruited from 
a pool of graduate students. This age group is representative of the generation that has 
embraced digital music collections and related technologies. 

Procedure. The experiment consisted of a party to which the participants were 
invited. The experiment was divided into two 45-minute sessions. Subjects were told 
to feel free to change the music that was playing. That is, music selection was in the 
hands of the party attendees. 

During the first session, a laptop computer running Winamp was used as the music 
selection system. During the second session, our MUSICtable system was used. Dur-
ing session one, the laptop was placed on top of the table that housed the MUSICtable 
system, with the prototype turned off. This was done so that both systems were cen-
trally located in the room. The switch between the two systems was made as incon-
spicuously as possible while the users’ attention was directed to the other side of the 
room. 

Results were collected via a post-party questionnaire. Here, participants indicated 
which of the two systems they interacted with (Winamp, MUSICtable, or both). Par-
ticipants answered questions pertaining to the level of collaboration that was encour-
aged and feelings of separation induced by use of each system. Additionally, the 
survey gauged understanding of the system itself, as well as a preference between 
music player systems. 

Results and Discussion 

Verification of Hypotheses. 8 users participated in the selection of music using Wi-
namp, whereas 12 users participated in selection of music using the MUSICtable. 
Only 1 user who used Winamp did not use MUSICtable. This supports our hypothesis 
that a larger number of participants will involve themselves in music selection with 
the MUSICtable tabletop system. 

Qualitative results from the questionnaire indicated that users felt more encouraged 
to collaborate in music selection while using the MUSICtable than while using Wi-
namp, and felt less separated from the social circle while involved in MUSICtable 
interaction. Responses were rated on a five-point Likert scale. 

The mean response to the survey question “The Winamp system encouraged me to 
collaborate with others while selecting music” was 2.5 (corresponding to an answer of 
“Disagree-Neutral”). The mean response to the survey question “The MUSICtable 
system encouraged me to collaborate with others while selection music” was 3.67 
(corresponding to an answer of “Neutral-Agree”). 

The mean response to the survey question “I felt separated from the social atmos-
phere of the party while participating in music selection using the Winamp system” 
was 3.125 (corresponding to an answer of “Neutral-Agree”). The mean response to 
the survey question “I felt separated from the social atmosphere of the party while 
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participating in music selection using the MUSICtable system” was 1.92 (correspond-
ing to an answer of “Strongly Disagree-Disagree”). 

All users indicated feeling more included in the social circle while using MUSICt-
able. These results support our hypothesis that the MUSICtable system will preserve 
social cohesion. 

General Feedback. Users generally enjoyed the interface, feeling that it encouraged 
participation and led to conversation. Some users commented that they felt that the 
interface was game-like and compelled them to participate in order to figure out how 
it worked. People were generally happy with the music played by the MUSICtable 
and liked that the mood of the music progressed in a continuous manner. 

Issues. Our user study indicated that the system made a significant improvement in 
social interaction but failed to provide users with the level of control they desired. 
This factor clearly influenced overall system preference, as eight participants indi-
cated a preference for Winamp, three preferred the MUSICtable, and two participants 
were undecided. 

There were problems with the mental model of the system. Many users had trouble 
understanding how their input affected the selection of music. This stemmed from a 
lack of understanding of the relationship between the visual map and the music 
played. Users indicated that the visualization did not provide enough information 
about which areas of the map corresponded to which type of music. This lack of un-
derstanding was further complicated by confusion over the interaction metaphor. 
Thus, these two areas were reworked in the second design iteration. 

5.2 Iteration Two 

Our initial evaluation demonstrated that the system succeeded in reducing separate 
party syndrome. The ensuing redesign focused on resolving the problems associated 
with appearance and control of the interface. Thus, evaluation of our second prototype 
was concerned with user perception of the system itself rather than with comparison 
to the Winamp system.  

Participants. The 41 participants were all faculty and graduate students within the 
departments of Electrical and Computer Engineering and Computer Science at the 
University of British Columbia. 

Procedure. The study took place during a party to celebrate the opening of a new 
building on the university campus. The MUSICtable was utilized as the music control 
system at the party. The gathering was videotaped so that detailed observations could 
be made. A post-party questionnaire was utilized to gauge user understanding of the 
system. Note that this was not a controlled study but a legitimate party, and so 
participants were free to come and go as they pleased. Some participants were present 
and interacted with the MUSICtable for as much as an hour and a half, while others 
were present for only a very short period. 
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Results and Discussion 

Survey Results. 35 of the 41 attendees filled out the questionnaire. Of these, 24 indi-
cated participation in selection of music using MUSICtable. The following survey 
results pertain to these 24 survey responses. Our focus was on aspects of the design 
that were poorly received during the previous user evaluation. Responses were rated 
on a five-point Likert scale. 

The mean response to the survey query “I understood the relationship between the 
visual map and the music that was played.” was 4.1 (corresponding to an answer of 
“Agree”). This was a marked improvement over the previous iteration, which had 
yielded a mean response of 2.6 (corresponding to an answer of “Disagree-Neutral”). 

The mean response to the survey query “I did not understand how to use the MU-
SICtable or how my input affected the music that was played” was 2.3 (corresponding 
to an answer of “Disagree-Neutral”). Again, this was an improvement over the previ-
ous mean response of 3.2 (corresponding to an answer of “Neutral-Agree”). 

Results from queries relating to encouragement of collaboration and separation 
from social atmosphere were very similar to those obtained in the previous study. 
Thus, we assert that the changes made to the prototype resolved the weaknesses pre-
sent in the initial system without detracting from that system’s success in terms of 
preservation of social cohesion. 

Positive Feedback. The system was well received by a large number of subjects. 
Many users indicated that the aesthetics of the visual map interface were appealing, 
with descriptions such as “colourful” and “attractive.” Participants also responded 
well to the social and collaborative aspects of the map, commenting, “all people [can] 
participate,” “it made the selection of music a social process,” and that the “interac-
tive nature [was] fun.” Our goals for the system design were vindicated most notably 
by survey feedback from one user who “like[d] the concept of [being] able to set a 
trend with the music instead of selecting a song or a playlist.”  

Continuing Issues. A general complaint in both studies was the sense that the system 
progressed too slowly with too little immediate feedback. Participants expressed a 
desire to have their input affect music playback with more immediacy. However, the 
selection point was designed to drift slowly across the map and the major feedback 
loop was designed to be the slow progression from song to song. This was a point of 
frustration for numerous users. However, we believe that this concern over lack of 
control can be overcome under the right social circumstances. In a party that takes 
place over the course of an entire night, we believe that users will begin to accept that 
input is reflected in the progression of music and is not meant to effect a direct change 
in the playback. 

6   Future Work 

The core concept of our system holds promising application in various domains. Port-
able digital music, for instance, is becoming a very commonplace commodity with the 
popularization of personal hardware mp3 players such as the Apple iPod. Our system 
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could be extended to utilize algorithms that automatically classify and organize music 
collections dynamically. This would allow a guest at a party to download her own 
collection into the MUSICtable, observing her own specific musical tastes reflected in 
the map. 

In designing our prototype, we focused on supporting social collaboration in music 
selection at a party. The chosen domain assumes that the users are unfamiliar with the 
music collection and music map displayed on the MUSICtable. The core concept of 
MUSICtable applied to the domain of single user interaction opens up some interest-
ing possibilities where the user is completely familiar with the music collection and 
map. In a single user design the user could be given finer control over the progression 
of music but still maintain the benefit of selecting music above the granularity of the 
specific song. We envision that such an interface could involve tangible interaction by 
manipulating widgets directly on top of the music table. This type of interaction is not 
well suited for multi-user collaboration; however, for the single user it has the poten-
tial to be a very rich experience. Since the user is completely familiar with all areas of 
the music map visualization, we also envision an interface in which the user specifies 
paths through the map to generate a specific time-varying progression of music. In 
this domain, the MUSICtable interface would move from the metaphor of exploration 
to that of orienteering. 

Another future direction of the MUSICtable concept would be to explore the crea-
tion of music. Although the MUSICtable may not be effective as a music controller in 
the traditional sense, we envision that it could be utilized to create music through 
sampling of pre-recorded music. This type of interface would require a specific or-
ganization of music for the performer to be effective in navigating the space and cre-
ating a composition out of short music samples. 

7 Conclusion 

We have presented the design of a system in which a spatial visualization of a digital 
music collection is utilized to support multi-user interaction in the process of music 
selection. We implemented a tabletop display prototype to realize this novel interface 
concept. Informal user testing showed that the design was successful in encouraging 
collaboration and reducing isolation in music selection tasks within a social environ-
ment. Iterative redesign improved the intuitiveness and aesthetic appeal of the inter-
face. Results indicated that the design was successful in creating an effective and 
engaging multi-user interface for the exploration of a digital music collection. 
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Abstract. There is a challenge in designing a system for timbre design that is 
engaging for new users and enables experienced users to intuitively design a 
diverse range of complex timbres. This paper discusses some of the issues 
involved in achieving these aims and proposes that a timbre can be intuitively 
represented as an image. The design of TimbrePainter, a system that uses 
images painted with a mouse to specify the parameters of a harmonic additive 
synthesizer, is described. 

1   Introduction 

For a timbre design system to appeal to a wide range of musicians, it must be 
engaging for new users and enable experienced users to intuitively design a diverse 
range of complex timbres1. Synthesizer timbre design has generally been considered a 
special technical skill and new users have been encouraged to select from a set of 
predefined timbres rather than design their own. 

A synthesizer can be evaluated in terms of power and usability. Synthesis methods 
exist that offer an extremely high level of power in that almost any sound possible can 
be created. However, interfaces for these synthesis methods usually suffer from a very 
low level of usability. On the other hand, synthesizers that employ simple synthesis 
methods and simple interfaces often do not offer much potential for exploration. There 
is a challenge in designing a flexible system that is both powerful and easy-to-use.  

Another factor that should be considered is the degree in which a timbre can be 
predicted by observing the current state of the system. J.O.Smith III has referred to 
this concept as predictability [1]. The more predictable a system is, the more easily 
users can find desired timbres. In order for systems to be predictable for new users, 
predictability must be achievable without the need of any knowledge of the particular 
synthesis method employed. Predictability is likely to be an important factor in the 
design of a synthesizer that is both powerful and easy-to-use. 

Although synthesizer interface design in the commercial sector has been rather 
stagnant, there have been a number of promising developments in the academic 
community in recent years. Notable developments include Tristimulus Synthesis [2], 

                                                           
1 Timbre design is commonly referred to as synthesizer “patch editing” or “programming”. 
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Interactive Evolution [3] and Scanned Synthesis [4]. In each of these examples 
usability is paramount but substantial amounts of power and predictability are also 
achievable to varying degrees. 

With similar goals in mind, we have attempted to design a system that is strong in 
usability, power and predictability. We will present TimbrePainter, a system that 
demonstrates a method of timbre design which uses painting as an interface for a 
harmonic additive synthesizer. The following section is a review of synthesizer 
interface research that is relevant to the design of our system. Section 3 describes the 
design of TimbrePainter. Section 4 discusses and evaluates the design of 
TimbrePainter and puts forward some ideas for improvement and future research. 

2  A Review of Previous Research 

2.1   Recent Developments in the Performance Control of Timbre 

Timbre can be designed in a non-linear editing fashion, where synthesis parameters 
are manipulated until a desired timbre has been achieved, or it can be modified during 
a performance. Seago refers to the former as ‘fixed synthesis’ and the latter as ‘real-
time synthesis’[5]. The performance control of timbre is an important area of research 
as the manipulation of timbre is crucial for the expressive control of a musical 
instrument. However, the focus of this paper is on issues solely related to timbre 
design rather than expressive performance. Nonetheless, there have been many recent 
developments in the area of ‘real-time synthesis’ that are relevant to this study. 
 
The Importance of Mapping. Hunt found that mapping strategies which are not one-
to-one can be more engaging to users than one-to-one mappings [6]. Synthesizers 
have generally employed a one-to-one mapping, such as slider to filter cutoff 
frequency, whereas acoustic instruments, generally considered far more intuitive and 
expressive, often have a complex and non-linear relationship between the control 
surface and  the sound generation mechanism.  
 
Abstracting Large Parameter Spaces. Synthesizers capable of producing a wide 
range of complex sounds generally require a large number of parameters to be 
controlled. Mulder proposes two ways of reducing this problem [7]. The number of 
parameters needed to be directly controlled can be minimised by controlling an 
intermediate virtual interface that abstracts the synthesis interface. The number of 
parameters capable of being controlled simultaneously can be maximised by 
exploiting the human motor system’s ability to effortlessly control many degrees of 
freedom. 
 
Scanned Synthesis. Scanned Synthesis is a recent, innovative approach to sound 
synthesis [7]. A dynamic Wavetable is determined by the state of an arbitrary, slowly 
moving physical system which may be real or virtual. Although any interface can be 
used, this technique is notable because there is a high degree of amplification between 
input and output complexity. This means that simple, low parameter interfaces can 
yield highly complex and interesting results, making for instantly accessible and 
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engaging instruments for new users. However, as the synthesis technique operates in 
the time-domain, the results are very unpredictable. As a system for ‘fixed synthesis’ 
it may be unsuitable as experienced users may feel a lack of control and personal 
authorship of the sounds they have made. 
 
Tristimulus Synthesis. The Tristimulus Synthesizer [2] is a very recent and 
innovative synthesizer design inspired by the Tristimulus model of timbre perception 
proposed by Pollard and Jansson [8]. Similarly to the way that just three types of 
colour receptors are necessary to generate sensations of a wide range of colours, the 
Tristimulus model proposes that the relative loudness of three bands of partials plays 
a large part in the sensation of  timbre.  Using just three parameters that control the 
loudness of three bands of partials, a wide range of timbres can be produced. Controls 
are mapped to an abstract layer based on the perception of timbre that is entirely 
independent of the synthesis method used. Although there are more powerful 
synthesis methods available, the Tristimulus Synthesizer is currently perhaps the best 
example of a synthesizer that is all at once strong in usability, power and 
predictability. 

Tristimulus synthesis is successful as a ‘real-time synthesis’ technique and it is also 
promising as a fixed synthesis technique. However, although Tristimulus parameters 
may play a large part in the perception of timbre, they cannot describe all of the 
perceptual features of timbre. Research into other perceptual features of timbre could 
lead to a very powerful, easy-to-use and predictable method of ‘fixed-synthesis’. 

2.2   Interfaces for ‘Fixed-Synthesis’ 
 
Conventional synthesizer interfaces for fixed synthesis have consisted of either an 
array of one dimensional controls (usually knobs or sliders) that control one 
parameter each or a single control that can be used to control any parameter. In the 
second case, a menu displayed on a small LCD screen must be navigated in order to 
select the current parameter to be edited. It has been widely acknowledged that these 
conventional interfaces suffer from poor usability. In an effort to find the root of the 
problem and propose a solution, Seago has conducted usability tests and has 
recommended that controls should map to perceptual space rather than the parameters 
of a particular synthesis method [5]. 

Additive synthesis is perhaps the most powerful synthesis method possible. 
According to Fourier Theory, any possible signal can be represented as a summation 
of sine functions. However, there is little or no amplification between input 
complexity and output complexity. An enormous number of parameters and a large 
amount of computational resources are required to generate interesting sounds. 
However, in recent years a promising application of additive synthesis has been 
Analysis-Resynthesis [9, 10].  

Recordings of real instruments (sources of complex timbre) are analysed and data 
at a high level of abstraction such as the envelope of each partial is extracted. This 
data is used to determine the parameters of an additive synthesizer. This technique 
offers the potential for a much higher level of timbral control than with the 
commercially popular sample-playback synthesis technique. Ircam’s AudioSculpt 
enables the user to study an analysed sound’s spectrum with a visual representation 
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[11].  The image and resulting sound can be edited by selecting an area with the 
mouse and applying a transformation. Analysis-Resynthesis makes it possible to 
realistically emulate musical instruments, but the possibility for exploring new 
timbres is usually limited to morphing between known timbres2. 

Evolutionary algorithms have been used to search large parameter spaces. 
Dahlstedt’s systems use Interactive Evolution, where user evaluation of automatically 
generated timbres guides the evolution of a timbre, to search for new and interesting 
sounds [3]. This interface is very easy-to-use, as deciding whether or not you like a 
timbre is an extremely intuitive act. Interactive Evolution makes it easy for users with 
no experience in timbre design to discover sounds that are customized to their own 
personal preference. However, there are difficulties in steering the search to find a 
desired timbre and a large number of user evaluations is often necessary. 

2.3   Painting as an Interface for Synthesizer Parameter Setting 

Synthesizer designers have for a long time realised the potential of designing sound 
using drawing or painting as an interface. In the 1930s, some composers 
experimented with drawing sound waves directly onto film. Although some 
interesting results were possible, painting sound waves in the time-domain was a very 
laborious process and the results were extremely unpredictable. This, Hunt writes, is 
because, "human beings are not naturally equipped with the knowledge of how to 
draw sound" [12]. This seems to be true for sound representations in the time-domain 
but may not necessarily be true for other sound representations. For painting to be 
effective, it should map to a higher level of abstraction than time-domain data.   

Daphne Oram created the ‘Oramics’ machine in the 1960s where hand drawn lines 
were used to define the envelopes of subtractive synthesis parameters such as 
oscillator frequency or filter cutoff frequency [13]. With this higher level of 
abstraction, results could be obtained much more quickly, but only with a good 
knowledge of the synthesis method could the user predict the output. 

2.4   Painting as an Interface for Additive Synthesis 

A number of systems have implemented the idea of using a painting interface to 
control an additive synthesizer. The huge number of parameters required makes it 
impractical to use conventional interfaces such as knobs and sliders or a push-button 
LCD interface. Painting allows many parameters to be manipulated with just one 
brush stroke.  
 
The Pattern Playback. The Pattern Playback was a machine created in the late 1940s 
that was capable of transforming a painted spectrogram into a tone consisting of 50 
harmonics [14]. The loudness of the oscillators was controlled by a row of light 
sensors that sensed light from a moving, painted spectrogram. It was very useful for 
speech research, the intended application, but limited as a musical instrument as the 
fundamental frequency was fixed at 120 Hz. 
 
                                                           
2  It should be noted that the painting interface described in this paper could be used to 

manipulate analysed timbres. 



 Painting as an Interface for Timbre Design 307 

 

The vOICe. Maijer has developed a system for the blind that uses video images to 
generate sound from an additive synthesizer [15]. A painting interface can be used to 
create custom images and sounds. The y-axis of the image represents pitch, the x-axis 
represents time and the brightness of each sound pixel represents oscillator amplitude. 
In this case the frequency of each oscillator is not a harmonic. Instead, the frequencies 
increase exponentially. What is heard could be described as a cacophony of individual 
tones rather than a single coherent timbre. 

Metasynth. Metasynth [16] is a similar system to the vOICe. In Metasynth the 
frequencies can be set to correspond to a musical scale such as the diatonic scale or a 
microtonal scale. By using musical scales the boundary between sound design and 
composition is blurred. Although it is possible to create interesting, unconventional 
music and sounds with this software, harmonic timbres, like the timbres of most 
conventional instruments, cannot be created. 

Yellowtail. Golan Levin’s Yellowtail is an innovative system that uses interactive 
animation, rather than still images, to control an additive synthesizer [17]. Animations 
can be created on-the-fly using painterly mouse gestures. This leads to interesting and 
constantly evolving sounds. Like the vOICe and Metasynth, only unconventional, 
inharmonic sounds can be produced. 

2.5   The Potential of Painting as an Interface to Timbre Design 

A computer painting interface is instantly accessible for new users as computer 
painting programs are very familiar. Unlike actions required by conventional 
interfaces such as entering numbers into small LCD screen, painting happens to be an 
enjoyable activity by itself. Painting offers a good combination of ease-of-use and 
power in that paintings can be arbitrarily simple (a smiley face) or arbitrarily complex 
(a detailed depiction of a piano timbre).  

Although the relationship between image and sound is counter-intuitive with time-
domain representations there is a much more natural relationship with frequency-
domain representations or spectrograms. Helmholtz has likened the cochlea to a 
spectral analyzer which resonates at specific locations along the basilar membrane 
[18]. There is a direct mapping between additive synthesis parameters and this stage 
of the human auditory perception system. Rodet and Depalle write that there is a 
simple mapping of frequency and amplitude parameters into the human perceptual 
space and that these parameters are meaningful to musicians [9]. 

In theory, with a large enough array of sine wave oscillators, a digital additive 
synthesizer could produce any perceptible sound, including harmonic, inharmonic and 
noisy sounds [1]. However, an almost infinite number of oscillators would be 
necessary to produce an arbitrary sound.  Due to the high computation costs of 
additive synthesis, we are limited in the number of oscillators available. We can 
choose to distribute the frequencies inharmonically (as in The vOICe, Metasynth, or 
Yellowtail) or distribute them as harmonics of a single fundamental frequency (as in 
The Pattern Playback). Inharmonic additive synthesis has been explored by several 
systems and is limited to a subset of inorganic sounds that can only appeal to a 
particular niche group of musicians and listeners. There is room for exploration in the 
design of a harmonic additive synthesizer that uses painting as an interface. 
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3   TimbrePainter 

TimbrePainter is a system that features a painting interface for manipulating the 
parameters of a harmonic additive synthesizer. Painting can be used to paint a new 
picture or to edit an image captured from a web cam or imported from a file. Its 
intended application is to enable new users to explore timbre design through painting. 
While designing sounds, melodies generated from a step-sequencer give constant 
feedback.  Alternatively, a MIDI controller can be used to trigger notes. A simple, 
self-explanatory GUI with few elements has been employed to make it easy for new 
users to instantly begin creating sounds. A video demonstration of the system can be 
viewed at http://ist.ksc.kwansei.ac.jp/~katayose/TimbrePainter/. 

3.1   Implementation and Features 

The parameters of a harmonic additive synthesizer can be described as an array of 
amplitude envelopes - one for each harmonic or sine wave oscillator [20]. The 
frequency of the fundamental is arbitrary and the frequency of each harmonic is 
determined by the equation: 

 
frequency of harmonic = fundamental frequency * (harmonic number + 1) 
 
    This is best visualized as a set of curves in 3D space as in Fig.1 

 
 

 

Fig. 1. A 3D representation of a piano timbre 

This 3D space can be represented in a 2D view if the z-axis is represented by 
colour intensity rather than height (Fig. 2). 

This representation is essentially a 2D image with a single colour channel. If 
additive synthesizer parameters can be represented as an image, then the reverse is 
also possible - an image can be used to specify additive synthesizer parameters. 

TimbrePainter features a painting area or 'canvas' for creating and editing images. 
Fig.4. shows an example of an image created in TimbrePainter. White represents the 
highest amplitudes and black represents zero amplitude. The first row represents the 
fundamental. Its frequency is determined by midi input or the step-sequencer. 
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Fig. 2. A 2D representation of additive synthesis parameters 

The GUI of TimbrePainter (Fig.5) is divided into four sections: ‘Timbre Canvas’, 
‘Brush Options’, ‘Step Sequencer’ and ‘Spectral Filter.’ Drawing or painting is used 
throughout the system.  

The ‘Timbre Canvas’ is used for painting timbres with the mouse. If a USB 
WebCam is connected, clicking on the ‘Take Photo’ button captures the current frame 
from the web cam. A JPEG or TIFF file can be imported by clicking the ‘Import 
Image’ button. WebCam photos or imported images can be further edited with the 
paintbrush. Images can be saved as a JPEG or TIFF file. 

 

 

Fig. 3. Flow diagram of image creation and editing methods 

    With the ‘Step Sequencer’ users can draw a looping melody which is used for 
feedback while designing a sound. In the ‘Spectral Filter’ section users can draw an 
arbitrary spectral filter which can be used to control timbre during performance. In the 
‘Brush Options’ section users can choose the colour intensity of the paintbrush, 
change the brush size and select the brush mode. ‘Burn’ mode gradually increases the 
intensity at the location of the mouse, and ‘Dodge’ gradually decreases it, allowing 
for smoother gradients. 

 

Fig. 4. A description of an image created in TimbrePainter 

Import Image 
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Painting Interface
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Fig. 5. A screenshot of the GUI used in TimbrePainter 

 

Fig. 6. Diagram of hand movement to sound synthesis parameter mapping 

3.2   The Mappings of the Painting Interface 

TimbrePainter can be viewed as a system with several mapping layers. One hand, 
which has many degrees of freedom, is used to control two mouse parameters (X and 
Y position) which simply map to the on-screen location of the paintbrush. The 
mapping between the mouse and the image can be seen as a two-to-many mapping 
where the number of image parameters simultaneously controlled depends on the size 
of the brush. The image is mapped to frequency-domain layer of the perceptual 
system which is then directly mapped to additive synthesis parameters. The way the 
properties of the brush influence the mapping between mouse and image is where this 
interface derives its flexibility. By changing the size of the brush users can choose to 
control the interaction level from macroscopic (coarse control of timbre) to 
microscopic (precise control of timbre) [6]. 

Mouse Brush 

Frequency
Domain 
Speci- 

fication 
of Sound 

Hand Image S 
S 
P 
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4   Discussion 

So far the testing of the system has been limited to observing user behaviour and 
collecting verbal feedback from a selection of users ranging from synthesizer 
enthusiasts to non-musicians. Most users found the system to be engaging and very 
easy-to-use. They were able to generate a reasonably wide range of interesting 
timbres which were predictable to a certain degree. However, there is much room for 
improvement to the system and several common comments and observations have 
been very useful in thinking of improvements.  

4.1   Limitations of Using a Mouse as a Controller 

The most noticeable short-coming of TimbrePainter was in the lack of complexity or 
quality of the sounds created by the users. Although a reasonably wide range of 
interesting timbres were created, they all belonged to a certain class particular to this 
system. Although in theory, using the current system, it should be possible to create 
harmonic sounds of an unlimited degree of complexity, such as a piano sound, the 
results rarely achieved this aim. 

Natural timbres often have complex amplitude variations and this is difficult to 
achieve with TimbrePainter’s paint brush, as it can only paint flat areas of colour. The 
use of Ryokai’s “I/O Brush” would be a fun and engaging way to create interesting 
paint brush textures [21]. The mouse is limited as a device for painting as it can only 
specify x or y coordinates. During painting it is not capable of specifying a z 
coordinate which could be used to specify colour intensity (amplitude). Relative 
sound levels of harmonics play a large part in the perceived timbre of a sound and 
even subtle changes in sound level can be very noticeable. Therefore, it is very 
important to have very accurate control of colour intensity. 

A digitizing tablet would be preferable to use as a controller for TimbrePainter as 
the pen pressure could be used to specify colour intensity. However, although a high 
level of accuracy can be obtained in the x and y coordinates, only a relatively small 
level of accuracy can be obtained in the z coordinate (pen pressure). An alternative 
idea, the use of a clay model, will be presented in section 4.3. 

4.2    Limitations of the Perceptual Model Used 

The current system operates on the frequency-domain level of abstraction of timbre. 
Each harmonic is treated as equally important and each time slice is treated as equally 
important. However, psycho-acoustics research has found that certain bands of 
harmonics and certain time stages are more important than others in the perception of 
timbre.  

High level perceptual features include the relative levels of the Tristimulus bands, 
inharmonicity, roughness and others. The user should be able to begin by designing in 
a high level of abstraction and then work on finer detail in the frequency domain. 
High level perceptual features should draw from psycho-acoustics research. An idea 
could be to increase the size of the pixels in the regions of more perceptual 
importance so the user has more accuracy in these areas. Verbal descriptions such as 
‘bright’ describe timbre at a very high level of abstraction and could be useful for 
performance control. 
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Fig. 7. Levels of abstraction in describing timbre 

4.3   Using Live Video to Specify Additive Synthesis Parameters 

Live video of light reflected from a shallow pool of water has been used by 
Dannenberg to specify the parameters of an additive synthesizer [20]. Three vertical 
lines correspond to three voices and the parameters of one voice are controlled by a 
single vertical strip of video data. One of the limitations of the current implementation 
of TimbrePainter is that timbre is the same for every pitch. By assigning different 
pitches to different vertical lines, timbre would change dramatically depending on 
pitch and interesting results may be achieved.  

4.4   Using Modeling Clay as an Interface 

As 3D coordinates can be used to describe additive synthesis parameters, a very 
intuitive way to specify the parameters is to sculpt a real 3D model using your hands. 
As the amplitude envelopes of partials can be best visualized as a 3D model, the 
visual feedback is more intuitive. Inexpensive modeling clay such as PlayDoh is 
ideal. Using modeling clay, models can be quickly made and reworked. This is a both 
fun and a powerful method for timbre design. In line with Mulder’s aims, the hands 
can be exploited to their full potential of gestural control [7]. There is a many-to-
many mapping between the hands and the clay model and the bottle-neck in the hand-
to-mouse-to-brush-to-image mapping is removed. 

We have experimented with digitizing model information by simply using a web 
cam and mapping the pixel data to additive synthesis parameters using the ‘take 
photo’ feature. However, no meaningful height information from the model is 
retained, so outcomes are largely unpredictable. For this interface to be effective, 
depth perception techniques would need to be used to gather height information from 
the model. A commercial 3D scanner or computer vision techniques used to analyse 
images from a stereoscopic pair of digital cameras could be used. 

 

 
 

Fig. 8. A photo of model converted to image parameters 
 

Time domain Frequency Domain 
 

Verbal description High level 
perceptual features 
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    Mulder’s approach of using a Dataglove to sculpt a virtual clay model could also be 
used [7]. This approach would have the advantage that the process of extracting 
height information from the model would be relatively much simpler and models 
could be saved and recalled. However, this would be at the expense of a severe 
reduction in the quality of visual feedback and a total loss of tactile feedback. 

5   Conclusion 

This paper has dealt with issues related to the challenge of designing a system for 
timbre design which is easy-to-use, powerful and predictable. We have attempted to 
meet these aims in our design of TimbrePainter, a system which uses painting as an 
interface for additive synthesis. Although this system offers a good trade-off between 
these three aims, there is room for improvement in each of these areas. As 
conventional synthesizer interfaces have been deemed inadequate for controlling 
complex synthesizers, there is a need to find alternative interfaces, such as painting, 
that make better use of the full potential of human motor control. 3D sculpting has 
been proposed as another alternative interface with a good potential. Of equal 
importance is establishing a meaningful way of describing timbre that does not 
depend on any particular synthesis method. There is a need for further research into 
the nature of timbre perception and this research should be used to guide the design of 
future systems. 
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Abstract. This paper describes improvisation support for musicians
who do not have sufficient improvisational playing experience. The goal
of our study is to enable such players to learn the skills necessary for im-
provisation and to enjoy it. In achieving this goal, we have two objectives:
enhancing their skill for instantaneous melody creation and supporting
their practice for acquiring this skill. For the first objective, we devel-
oped a system that automatically corrects musically inappropriate notes
in the melodies of users’ improvisations. For the second objective, we
developed a system that points out musically inappropriate notes by vi-
brating corresponding keys. The main issue in developing these systems
is how to detect musically inappropriate notes. We propose a method for
detecting them based on the N-gram model. Experimental results show
that this N-gram-based method improves the accuracy of detecting mu-
sically inappropriate notes and our systems are effective in supporting
unskilled musicians’ improvisation.

1 Introduction

Music, especially a jam session, is an important and exciting form of entertain-
ment. The widespread participation in this type of entertainment is so prevalent
that there are many studies on jam sessions being facilitated through the use
of computers. For example, jam session systems [1,2,3] construct virtual mu-
sicians in computers and provide us with environments for jam sessions with
the virtual musicians. Open RemoteGIG [4] enables geographically diverse mu-
sicians to join a worldwide jam session using the Internet. Furthermore, various
novel electric musical instruments, including a PDA-based portable one [5] and
a wearable one [6], and new jam-session styles using these instruments have been
proposed.

These studies were geared toward enabling a new kind of jam session for
experienced, skilled musicians, not for supporting a jam session for people who

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 315–327, 2005.
c© IFIP International Federation for Information Processing 2005
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cannot improvise. Since improvisation is musical performance style that involves
creating melodies while playing, becoming a skilled improvisational player re-
quires further training even if the musician can play an instrument with a score.
There will therefore be many people, called non-improvising players in this pa-
per, who can play a musical instrument but cannot improvise. Providing such
players with environments that will enable them to enjoy improvisation is an
important goal that should be achieved.

The reason why improvisation is difficult for such musicians is their lack of
skill in instantaneously creating melodies. To help them learn and enjoy improvi-
sation, therefore, computing technology should enhance this skill or support their
practice for acquiring this skill. In this paper, we seek to create an environment
where players can enjoy improvisation by proposing two systems that address
the issues explained above. For enhancing the skill, we propose a system that
automatically detects musically unnatural notes of played melodies and corrects
them to musically natural ones. This system hides musically unnatural or in-
appropriate melodies from the audience, hence enables inexperienced musicians
to easily enjoy improvisation. It would therefore contribute to increasing their
motivation for learning to improvise. For supporting the practice, we propose
a system that points out musically unnatural notes to the player. If a played
melody contains musically unnatural or inappropriate notes, the system points
them out to the player through vibrating corresponding keys in real time. Us-
ing this system, inexperienced players can practice improvisation efficiently and
in an enjoyable manner because the system, instead of the players, determines
whether a melody is musically appropriate or not, which could be very difficult
for them. We call the two systems ism and ismv, respectively.

The main issue in achieving these systems is how to detect musically un-
natural or inappropriate notes. We propose a method for detecting them based
on the N-gram model. Our method uses N-gram probabilities calculated from
a large-scale melody database to determine whether notes are appropriate or
not. This N-gram-based determination makes it possible to solve the problem of
judging actually appropriate notes to be inappropriate.

The rest of this paper is organized as follows: Sect. 2 discusses requirements
for improvisation supporting systems and proposes an improvisation support-
ing system ism according to the discussion. Sect. 3 proposes the N-gram-based
correction method which is necessary for ism. Then, Sect. 4 presents the imple-
mentation and evaluation of ism. Sect. 5 proposes the system, called ismv, that
points out musically unnatural notes to the player through key vibration. Finally,
Sect. 6 concludes the paper.

2 ism: An Improvisation Supporting System That
Automatically Corrects Musically Unnatural Melodies

The aim of our study is to provide people who cannot yet improvise musical
solos but want to try doing it with an environment that allows them to enjoy
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it. When we design a system for achieving such an environment, we should take
into consideration the following requirements:

1. Same playing method as a normal instrument
Because the final goal of our target users is to enable improvisation without
any supports (i.e., using a normal instrument), the system should not specify
a playing method. To allow users to make good use of experience in using
the system when trying improvisation with a normal instrument, it should
emulate the same playing environment as a normal instrument.

2. Avoidance of over-supporting
Even if players do not have adequate ability to create melodies, they do
not always create musically unnatural/inappropriate melodies1. The system
should not therefore provide unexpected support while the player creates
appropriate melodies.

Although some musical performance supporting systems have been proposed,
these systems do not satisfy the above requirements. For example, Coloring-in
Piano [7] is a musical device that corrects players’ incorrectly played melodies
using score information provided before the musician attempts the piece. This
method is applicable for non-improvisational music, but it is not applicable to
our purpose because scores of improvisation cannot be provided beforehand.
RhyMe, which is a subsystem of MusiKalscope [8], is an improvisation supporting
system based on a fixed-function mapping. The fixed-function mapping is a new
method for mapping between keys and notes according to the functions of the
notes, which depend on the context of the chord progression. This novel mapping
can make it easier to choose keys that produce musically natural melodies. The
instrument using this mapping method may be effective if the goal of the users
is to enjoy improvisation solely with this instrument. However, it would not be
effective for people whose goal is to enjoy improvisation with a conventional
musical instrument. INSPIRATION [9] is an improvisation supporting system
that corrects all of the notes out of the available note scale. Because these notes
do not necessarily produce musically unnatural melodies, it is not desirable to
correct all of them.

In this study, we propose a novel performance supporting system called ism,
which detects unnatural notes in melodies based on the N-gram model and cor-
rects them (Fig. 1). Because this system is used with an existing MIDI controller
(typically a MIDI keyboard), the experience of improvisational playing enabled
by this system will not be useless when trying improvisation with a conventional
musical instrument. In addition, because this system determines whether notes
should be corrected by comparing their N-gram probabilities with a threshold,
the player can control the strength of melody correction (i.e., how frequently
melody correction occurs) by adjusting the threshold.

1 Our investigation using 10 beginning and 15 intermediate players show that the rates
of unnatural/inappropriate notes in the melodies of their improvisation are 12.03%
and 8.22%, respectively.
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3- 1-2-...

Fig. 1. Overview of ism. The system first calculates N-gram probabilities of played

notes and then corrects only notes with low N-gram probabilities.

3 N-gram-Based Melody Correction Method

The main issue in achieving ism is how to detect notes requiring correction. One
possible solution for this may be to correct all the notes (called out notes) that
are out of the available note scale, which is a series of notes that can produce
harmonic sounds, depending on the key and the chord of the accompaniment.
However, all of these notes do not necessarily produce disharmonious sounds,
and they are frequently used in actual musical pieces. This method, therefore,
causes unexpected correction and is unsuitable.

In this paper, we propose a novel method for determining notes requiring
correction based on the N-gram model. This method captures the tendency of
note transitions by N-gram probabilities and determines, when there are notes
with low N-gram probabilities, that such notes should be corrected.

Step 1. Feature extraction
The 4-dimensional feature vector listed in Table 1 (see Fig. 2 for examples)
is extracted from each note in a melody of improvisation. These features
were selected under the restriction that they can be extracted right after the
note on (therefore they do not include the note length) for realtime melody
correction. Let “note x” be the note with feature vector x.

Step 2. Modeling melody by N-gram
The appropriateness of note transitions in a played melody is modeled by
the N-gram model. This model gives the probability P (xn|X) in which the
note xn exists behind the note sequence X = x1 · · ·xn−1. The N-gram model
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Table 1. Elements of a feature vector

[1] The kind of the note (chord tone, key tone, etc.)
[2] The interval between the note and the last note

(m2, M2, more than m3)
[3] Whether the note is on eighth-note-level beats
[4] Whether a rest exists between the note being

played and the previous note
Fig. 2. Examples of fea-

ture vectors

assumes that this probability is fixed by the N − 1 notes xn−N+1 · · ·xn−1

and calculates it by the following equation:

P (xn|X) = P (xn|xn−N+1 · · ·xn−1)

=
P (xn−N+1 · · ·xn)

P (xn−N+1 · · ·xn−1)
.

Step 3. Determining the notes to be corrected
When the out note xn follows the note sequence X , its appropriateness is
given by the N-gram probability P (xn|X) calculated with a large melody
database. In other words, if P (xn|X) is high, xn frequently follows X in
melodies of actual musical pieces. Our method therefore determines that the
out notes that have lower N-gram probabilities than a threshold should be
corrected.

Step 4. Determining the after-correction pitch
The pitch maximizing N-gram probabilities, within an interval of major 2nd
of the original note, is determined as an after-correction pitch.

4 Implementation and Evaluation of ism

4.1 Implementation

We built a prototype system of ism using the C language on Microsoft Windows.
To construct a melody database, we used 208 songs’ melodies of standard jazz.
The total number of measures, which are segments of notes within a song, and
individual notes of this database are 6,836 and 18,897, respectively. We adopted
both the bigram model (N = 2) and the trigram model (N = 3) as the N-
gram model because of the limitations of the database size (i.e., using a number
greater than 3 will cause the data sparseness problem). The threshold is 0.10.

This system has accompaniment data as standard MIDI files. While an ac-
companiment is played, the user plays improvisation along with this accompani-
ment using the MIDI keyboard connected to ism. Then, ism corrects the player’s
melody and the MIDI tone generator plays the corrected melody.
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Fig. 3. An example of melody correction

4.2 An Example of Melody Correction

Fig. 3 shows an example of melody correction. The top score is a melody before
correction. The middle and bottom scores are melodies corrected by the pro-
posed method and the all-correction method, which corrects all of the out notes,
respectively. The marks in the figure represent notes that are out of the available
note scale before correction, each of which makes an interval of minor 2nd with
a note of the simultaneously played chord. In general, when a note in a melody
makes an interval of minor 2nd with a note of the simultaneously played chord,
it does not usually produce a disharmonious sound if it is an approach note. The
second marked note is not an approach note, and actually produces a disharmo-
nious sound. This note was corrected by both methods. On the other hand, The
first and third marked notes are used as an approach note or a blue note, and
actually do not produce a disharmonious sound. These notes were not corrected
by our method, whereas they were corrected by the all-correction method.

4.3 Evaluation of Determination of Notes to Be Corrected

We conducted experiments on determining whether notes in melodies should be
corrected or not. The 37 non-improvising players listed in Table 2 first played
using an improvisational style, and then the melodies of their improvisation
were recorded. For each note in the melodies, we manually labeled whether it
should be corrected. The melodies were then corrected both by the proposed
method and by the all-correction method, and finally the appropriateness of the
correction was evaluated using recall rate R, precision rate P and F-measure F ,
defined by the following equations:

R =
Number of correction-requiring and actually corrected notes

Total number of correction-requiring notes
,

P =
Number of correction-requiring and actually corrected notes

Total number of actually corrected notes
,

F =
2 × R × P

R + P
.
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Table 2. Details of subjects and labeled notes in Sect. 4.3

# of Measure Total Correction-
players / player notes requiring notes

Beginning (under 1 yr.*) 10 64 3,108 12.03%
Intermediate (3–5 yrs.*) 15 64 3,177 8.22%
Advanced (over 5 yrs.*) 12 64 2,660 3.38%

Total 37 64 8,945 8.11%

*Experience in playing musical instruments.

Table 3. Experimental results of determining notes to be corrected

Whole Beginners
R P F R P F

All-correction 0.7822 0.3636 0.4964 0.7005 0.4242 0.5307
Ours (bigram) 0.7737 0.4977 0.6057 0.6628 0.5066 0.5743
Ours (trigram) 0.7682 0.4982 0.6044 0.6190 0.5078 0.5579

Intermediates Experts
R P F R P F

All-correction 0.9123 0.5131 0.6568 0.7072 0.2012 0.3133
Ours (bigram) 0.9099 0.6622 0.7665 0.7072 0.2985 0.4198
Ours (trigram) 0.8969 0.6585 0.7594 0.7072 0.3032 0.4244

Table 3 shows experimental results. Our method based on the bigram and tri-
gram models improved the F-measure by 0.1093 and by 0.1080, respectively. Al-
though the recall rates of the proposed method were 1–2% lower than those of the
all-correction method, the precision rates were about 13% higher. These results
mean that the proposed method achieved an improvement in over-correction,
that is, correcting notes that should not be corrected.

The accuracies for the intermediate group with all the methods were high.
Because many players in this group know that notes in the available note scale
produce natural melodies, their out notes mainly appeared as a result of mis-
touching or a failure of challenging an advanced melody. The proposed method
detected such clearly unnatural out notes with accuracy.

On the other hand, the accuracies for the expert group were not high enough.
This insufficient accuracy was caused by the mismatch of players and the melody
database; the melody database was constructed using jazz melodies whereas
many players of this group have experience in classical music. It can be improved
by constructing genre-dependent or player-dependent melody databases.

4.4 Questionnaire Evaluation

We conducted evaluation of users’ feelings of our system by questionnaires. The
subjects are three people, listed in Table 4, who can play an instrument but
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Table 4. Musical experience of the sub-

jects for the evaluation in Sect. 4.4

Playing Compos- Impro-
ing vising

A 12 yrs. (Piano) Yes No
B 11 yrs. (Electone) No No
C 6 yrs. (Keyboard) Yes No

Table 5. Questionnaire results

Q1 Q2 Q3
all bi tri all bi tri all bi tri

A 5 4 6 5 4 7 4 5 5
B 5 7 6 1 4 6 6 6 7
C 3 4 7 2 2 4 5 5 5

Av. 4.3 5.0 6.3 2.7 3.3 5.7 5.0 5.3 5.7

have little experience in improvisation. They first played improvisation using
our system and then answered the following questions:

Q1 Do you think the correction of your melodies was appropriate?
Q2 Did the system allow you to improvise without feeling a strong sense of

strangeness?
Q3 Did you enjoy the improvisation with this system?

(7: Definitely Yes, 6: Probably Yes, 5: Possibly Yes, 4: Neutral
3: Possibly No, 2: Probably No, 1: Definitely No)

Table 5 shows the results of the questionnaire. For all questions, the pro-
posed method was superior to the all-correction method on the average of the
three subjects. In particular, all the subjects answered that the trigram-based
correcting method was better than the all-correction method.

The results of the trigram-based system were better than the bigram one.
This is because the trigram model captures the tendency of note transitions
better than the bigram model since the former uses longer note sequences.

Subject A did not highly evaluate the bigram-based system in Q1. This is
because the chromatic phrases frequently used by this subject were corrected by
the system. However, some listeners say that the corrected melodies are more
natural, so that this correction is not necessarily redundant.

When we focus on Q2, Subjects A and B evaluated our trigram-based system
highly. They have long experience, more than 10 years, in playing instruments.
It means that the melody correction by the proposed method does not give a
strong strangeness feeling to players even if they have long experience in playing
musical instruments.

We also obtained from subjects the opinion that it was good to hide their
failure from listeners when they failed in improvisation. This opinion suggests
that our system achieved mitigating their hesitation toward trying improvisation.

4.5 Demonstration in WISS 2003

We demonstrated our system in the 11th Workshop on Interactive Systems and
Software (WISS 2003), which is one of the biggest domestic workshops on human-
computer interaction in Japan. When demonstrating the system, we asked at-
tendees to use the system on trial and to answer the same questions as those
in Sect. 4.4. Unlike Sect. 4.4, they used only the system using the trigram-based
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Fig. 4. Questionnaire results in WISS 2003

correction method, so that they did not compare it with the one using the all-
correction method. The questionnaire results are shown in Fig. 4. For every
question, the average of answers was more than 5.00. In addition, they gave us
many comments such as the following:

– “I want to do more improvisation using this system.”
– “That is very interesting. Even if I play it without thinking, it produces

appropriate melodies.”
– “This system is good for unskilled people.”
– “I can enjoy improvisation although I am a beginner.”
– “It would be more interesting if other instruments also had such a melody

correction function.”

These results mean that many people have good impression on our system and
hope for further development of our study. On the other hand, some people
answered that they felt a sense of strangeness when a tone different from the
pushed key was played. Reducing this kind of strangeness sense is an important
future issue.

5 ismv: An Improvisation Supporting System That
Points Out Unnatural Melodies with Key Vibration

In this section, we propose a system, called ismv, that points out musically un-
natural notes in real time with key vibration. Previous methods for supporting
musical practice (e.g., melody navigation with lighting keys, automatic tablature
generation for guitars [10]) did not deal with improvisation, because they focused
on supporting users who cannot read scores. Our system, ismv, detects musi-
cally unnatural notes in improvisation using the above-mentioned N-gram-based
melody appropriateness determination method and points them out through vi-
brating the corresponding keys in real time.

5.1 Overview

The system described here is another version of the ism series, which vibrates
keys instead of the correction methodology employed by ism. The user plays
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Fig. 5. Built-in vibrating motor in each

key

Fig. 6. Circuit diagram of Buru-Buru-

kun. The PIC analyzes signal received

from the MIDI IN port, and controls

built-in vibrating motors.

improvisation on a keyboard called Buru-Buru-kun, which has built-in vibrat-
ing motors (Fig. 5, Fig. 6). The system detects musically inappropriate notes
based on the method described in Sect. 3 and points them out by vibrating
the corresponding keys. Because this system enables users to instantaneously
learn that they are hitting inappropriate notes, it contributes to achieving ef-
ficient improvisation practice for people who cannot fully judge melody
appropriateness.

Table 6. Questionnaire results of ismv evaluation

Q1 Q2 Q3 Q4
Subjects ismv normal ismv normal ismv normal ismv normal

A1 5 3 7 1 5 2 6 2
A2 5 3 4 2 5 6 3 4
A3 5 6 4 2 6 6 4 4
A4 5 3 7 1 7 6 5 4

B1 6 5 7 4 7 4 6 4
B2 6 5 5 2 7 2 5 3
B3 6 2 6 2 6 5 7 4
B4 6 5 6 2 4 5 6 6

C1 6 5 7 3 4 7 6 3
C2 4 3 5 2 6 6 5 5
C3 5 3 5 3 6 4 4 4
C4 5 1 7 1 7 1 6 1

D1 6 5 6 3 6 3 6 4
D2 6 3 6 3 4 1 7 1
D3 4 2 3 2 4 2 4 3
D4 6 4 6 2 4 7 3 5

Av. 5.4 3.6 5.7 2.2 5.5 3.8 5.2 3.3
SD 0.72 1.4 1.3 0.83 1.2 2.0 1.3 1.5
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Using key vibration in order to point out unnatural notes is because auditory,
visual and other indication methods are unsuitable for the following reasons. Au-
ditory indication means generating some sounds and it disturbs the performance.
Visual indications such as LEDs demand that the user is always looking at the
indicatiors while playing. As another approach for providing information to the
player, heating keys has been proposed [11], but it takes a long time (approxi-
mately two seconds) from starting to heat them to the player feeling the heat.

5.2 Questionnaire Evaluation

To evaluate the effectiveness of ismv, we administered questionnaires to users,
comparing improvisation practice methods using ismv and a normal MIDI key-
board. The subjects were 16 beginning level musicians, divided into four groups
(A–D). Each subject tried both practice methods and then answered questions
for each practice method. To avoid the influence of trial orders, the subjects in
Groups A and C first used ismv and then used the normal keyboard, whereas
those in Groups B and D used them in the reverse order. In addition, we used
two different accompaniments (I and II), which had different keys and chord
progressions, between two trials. Accompaniment I was used for the first trial of
Groups A and B and the second trial of Groups C and D, and Accompaniment
II for the rest. The questions used are as follows:

Table 7. Opinions obtained from subjects after evaluation

ismv
This is helpful because I can quickly get feedback on which notes are inappropriate.
This system allows me to easily recognize wrong notes from vibration.
This is a good system because it indicates melodies that are more appropriate than
the ones I have generated on my own.
By comparing my melodies with the ones corrected by the system, I can learn more
about the mistakes I make.
It is efficient at telling me when my playing is not in line with the accompaniment.
This is revolutionary!
I have no time to correct my errors even if the system points out the notes that need
to be corrected in real time.
Although it is useful for creating melodies that are harmonious with the accompani-
ment, it is still difficult to use it for creating beautiful melodies.

A normal MIDI keyboard

It takes a long time to learn from the system because I cannot quickly recognize
wrong notes.
I cannot understand which notes are inappropriate.
If users do not have a good sense of music, this practice method is inefficient, because
they have to evaluate everything with their own ears.
This practice method will reach a plateau because it does not provide objective advice.
It is difficult to determine whether my melodies are good or not.
It is too difficult for beginners.
This is boring.
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Q1 Do you think you can improve your improvisation skills with this method?
Q2 Do you think this practice method is efficient?
Q3 Did you enjoy the practice?
Q4 Do you think you will continue this practice method?

(7: Definitely Yes, 6: Probably Yes, 5: Possibly Yes, 4: Neutral
3: Possibly No, 2: Probably No, 1: Definitely No)

The results are listed in Table 6. For every question, the average answer for
ismv was more than 5.0 and was 1.7–3.5 higher than that for the normal key-
board. The results of paired t-tests show that ismv is superior to the normal
keyboard with a significance value of 5% (Details are omitted due to lack of
space). Table 7 shows comments made by participating subjects. As shown in
Table 7, many subjects gave us positive comments such as “I can easily recog-
nize which notes are wrong” and “This is revolutionary.” These results indicate
that many people deemed it to be a good tool to help them practice improvi-
sation easily and in an enjoyable manner. On the other hand, most comments
for the practice using the normal keyboard were negative such as “too difficult
for beginners” and “boring.” These comments indicate that the normal method
is difficult to continue the practice, although continuous practice is the most
important for improving improvisation.

6 Conclusions

This paper has addressed the issue of helping inexperienced musicians in im-
provisation. Although improvisation is one of the most exciting entertainment
forms, many people have given up learning improvisation due to the difficulty of
instantaneously creating melodies while playing. To tackle this important issue,
we developed two systems: ism which automatically corrects musically unnatu-
ral notes to natural ones and ismv which points out musically unnatural notes
with key vibration. Through these systems, users can not only easily enjoy and
attempt improvisation but also practice improvisation efficiently and in an en-
joyable manner. We believe that these systems make a significant contribution
to music entertainment and music education.
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Abstract.  Modal synthesis is a physically-motivated sound modeling method. It has 
been successfully used in many applications. However, if large number of modes are 
involved in a simulated scene, it becomes an overwhelming task to synthesize 
sounds in real time without special hardware support. An implementation based on 
commodity graphics hardware is proposed as an alternative solution by using the 
parallelism and programmability in graphics pipeline. 

1   Introduction 

Sound has long been acknowledged as an effective channel in human-computer 
interaction [1-4]. Among all the sound synthesis approaches available today, physically 
based methods play an important role and have pretty long history in computer music 
research [5]. However, due to the computational complexity, it only became research 
target until very recently in interactive applications (e.g. games) [6] [7]. 

Doel et al [6] developed a system for automatic generating sounds made by contact 
interactions between solid objects. This system is based on a good physically- motivated 
model called modal synthesis. It models a vibrating object by a bank of damped 
harmonic oscillators that are excited by an external stimulus. O’Brien et al [7] extended 
this method by automatic calculating model parameters through finite element method.  

Though modal synthesis can be performed efficiently with an O(N) algorithm for 
objects with N modes, real-time synthesis is only feasible if an interactive application 
has very small number of sounding objects [8]. Special hardware is necessary in order 
to simulate complex audio scenes. 

Although GPUs (Graphics Processing Units) are specifically designed for 
transforming, rasterizing and texturing geometry primitives, they are becoming a 
popular platform for general-purpose computation due to inherent parallelism and 
enhanced programmability. Audio and signal processing is among one of the latest 
applications of GPUs [9]. Audio Video Exchange (AVEX) from BionicFX 
(http://www.bionicfx.com/) converts digital audio into graphics data, and then 
performs efficient calculations using the 3D architecture of GPUs. Jedrzejewski and 
Marasek [9] implemented ray tracing on the GPU to accelerate computation of room 
impulse response that can later be used for auralization.  

As illustrated in Fig 1, a modern graphics pipeline is responsible for transforming 
input geometric primitives  into  a  final image. The image then can be rendered to the 
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Fig. 1. Graphic pipeline on modern GPUs 

frame buffer or stored in an off-screen buffer. Among the major steps of the whole 
process, we are particularly interested in the fragment-processing stage. At this stage, 
we can plug in a piece of code called fragment program specifically designed for each 
individual application. It can perform floating-point vector arithmetic on all the pixels 
in a parallel mode while having direct access to texture memory.  

This paper proposes a GPU-based implementation for modal synthesis. 
Considering that each mode can be synthesized independently of others, it makes 
modal synthesis a very appealing target on GPUs. The basic idea is to pre-calculate 
modal models and store them in a 2D texture, and then fragment programs are used to 
do the actual response calculation.  

2   GPU-Based Modal Synthesis 

2.1   Modal Model Representation on GPUs 

Contact sounds produced by a solid object depend on quite a few of factors. Those 
factors can be roughly classified into two groups, namely static and dynamic group. 
The static group is independent of interaction, which includes geometry and material 
properties of an object. By contrast, the dynamic group includes factors that rely on 
current interaction and simulation context. Contact location and external force to 
produce sound on an object are two primary examples in this group. 

As we know, an object in modal model can be represented with following set of 

parameters { iω , id , j
iA } [6], where Ni ≤≤1  represents the number of modes, and 

Kj ≤≤1  represents sampling contact locations on the object. iω  is the mode 

frequency, id is the decay rate, and j
iA is the mode gain at each particular location 

under an impulse force. All those parameters can either be derived manually through 
measurement [6] or automatic calculation based on a handful of geometry and 
materials properties of an object [7]. The number of modes and sampling locations are 
usually dependent on simulation context and resource availability. The corresponding 

impulse response at each sampling location j is
=
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Fig. 2. An object in original form (the leftmost figure) and its first four modes 
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iR  and iG  values can be pre-calculated before any actual simulation. The only 

simulation related factor is j
iA  in j

iB  which is dependent on contact location. The 

solution we take is to pre-calculate j
iB  at all the sampling locations. By this way, the 

calculation of j
iB  during any simulation becomes choosing a pre-calculated value 

correspondent to the sampling location closest to the actual contact location. 
After all the sounding objects are represented in the form of modal models, we can 

store those model parameters in a 2D texture on GPUs. Basically, texture is a 2D 
array and each individual element of the texture called texel that may have up to four 
(RGBA) channels. As long as the maximum number of modes among all the objects 
is less than the maximum allowable texture width, multiple modal models can be 
stored in a single 2D texture. As illustrated in Fig 3, a three-channel texel is used to 

stored parameters ( iR , iG , j
iB ) for each mode. Each row contains all the modes 

parameters of a sounding object at a specific contact location. Typically, 10-30 
sampling contact locations are enough for common objects. Thus, a maximum-size 
2D texture on modern GPUs can hold at least dozens or even hundreds modal models. 

As we can see, this representation leads to some data redundancy since each iR  

and iG  are stored in multiple rows as long as the number of sampling location is 

greater than 1. The purpose of this is to avoid texture addressing and simplify 
computational logic in the fragment program used to calculate response. 

Before any actual simulation begins, all the modal models involved only need be 
transferred to a GPU once. All the values are in 32-bit floating-point format. 
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Fig. 3. Modal models are stored in a 2D texture 

2.2   Modal Synthesis on GPUs 

It is a two-step process to perform modal synthesis on GPUs. The first step is to 
calculate the response for each individual mode from all the objects producing sound. 
The second step is to summarize all the responses from those objects. 

The first step is accomplished by rendering a rectangle through a fragment 
program. Essentially, each fragment in the rectangle is corresponding to a mode and 
rendering a fragment is actually calculating current response for the mode. Each row 
in the rectangle contains the responses from all the modes of a single object. The total 
row number is the same with the number of objects producing sound in a scene. By 
this way, all the responses can be calculated independently in a parallel way. 

 

 

 

Fig. 4. Responses from all the modes are stored in a 2D texture  

As illustrated in Fig 4, the responses from all the modes of all the objects are stored 
as a 2D texture in an off-screen buffer through render to texture (RTT) functionality. 
Each texel can be used to store up to four consecutive responses for a single mode. 
However, only two most recent responses, i.e. )1( −tyi  and )2( −tyi , are necessary to 

calculate current response )(tyi .  

Assuming that M is the number of objects producing sound, MTex is the texture storing 
all the modal models and RTex(row,col) is the response texture coordinates/fragment 
window position, Code List 1 gives pseudo code to calculate response for each mode.  

at Locations 1 
at Locations 2 

at Locations 3

…  …

Modes (1:N) 

Object 1 
Object 2 

Object 3 

…  …

Object 1 

Object 2 

Object 3 

…  ……  ……  …

Locations (1:K) 

Locations (1:K) 

Locations (1:K) 

Modes (1:N) 
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CalcResponse(MTex,RTex,L,F)  

1  A=MTex(Lrow,col)   /*(Ri, Gi, Bi)*/ 
2  B=RTex(row,col)+Frow as the third component /*(yi(t-1), yi(t-2), F)*/  
3  yi(t)=dot(A, B) 
4  RTex(row,col)=(yi(t), yi(t-1),1)  

Code List 1 – calculate response for each mode 

During interactive simulation, there are two dynamic parameters in array type 
passed into the fragment program. One is location index ML ...1 (i.e. row number in 

MTex). It is used to address correct row/texel in Mtex that corresponds to the 
current contact location. The other is the magnitude MF ...1  of contact forces. Each 

object may have its own contact force. The response calculation for each mode is 

actually a dot product between two vectors, i.e. ( iR , iG , j
iB ) and 

( )1( −tyi , )2( −tyi , )1( −tF ).  It is considered as a very efficient operation on GPUs. 

The calculation result )(tyi  together with )1( −tyi  is written back to the same texel, 

which will be used in the next cycle. 
The second step is to get the total response by accumulating the responses from all 

the modes. It is essentially a reduction operation. Due to the fact that there is no 
global register or hardware accumulator on GPUs, reduction operation is commonly 
implemented as a multi-pass ping-pong process [10]. Starting with the initial 
rectangle, in each following step a rectangle scaled by a factor of 0.5 is rendered.  

More specifically, in the fragment program, a sum value is evaluated from each 
four adjacent texels and written into a new texture, which is now of a factor of two 
smaller in each dimension than the previous one. For a texture in N*N resolution, 
log2N rendering passes are performed until the final sum is obtained in a single pixel. 
It can then be read back to the system. In our scenario, since the number of modes is 
usually much larger than the number of objects, we may apply different factors in 
each dimension to reduce pass number during the ping-pong process. 

3   Results and Conclusion 

We have implemented above algorithm in NVIDIA Cg and a GeForce 6800 GT 
graphics processor with 256 MB video memory was used in the preliminary test. All 
the modal models were transferred to the card through an AGP 8X interface. Our test 
cases include 64 sounding objects in the scene. Each object has 16 sampling contact 
locations and 512 modes. It is equivalent to synthesize 32K modes. Fig 5 gives a 
synthesis example that includes 10 sounding objects. However, on a typical 
workstation with Pentium IV 2.8G HZ CPU, we are only able to synthesize less than 
5000 modes with similar algorithm in real time. 

If large chunk of audio data need be transferred from GPUs to the system memory, 
slow AGP read-back may become a performance bottleneck. However, newly 
appeared PCI-Express should be able to solve this issue. 

Overall, the implementation of modal synthesis on GPUs is able to significantly 
improve the number of modes that can be synthesized in real time. With the constant 
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Fig. 5. A modal synthesis example on Geforce 6800 GT 

increase of programmability (global register, more floating-point support, etc), 
fragment pipelines, and data transfer bandwidth between GPU and system memory, it 
is expected that the GPU based implementation can get further performance gain 
compared with the CPU one. Future research may focus on integrating modal 
synthesis and 3D filtering on GPUs. 
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Abstract. We assume that there are various musical groupings of perceptions 
according to the degree of schemata and there are two dominant music grouping 
schemata; (a) accent-oriented grouping schema and (b) phrasing schema 
(musical expression referred to as the Rainbow type). In order to verify these 
hypotheses, we investigated how listeners’ groupings change when the inner 
voice of Beethoven’s Piano Sonata “Pathetique” was replaced with chords. We 
eventually succeeded in identifying three listening groups; those who have a 
strong (a) schema (type A), those whose (a) is prior to (b) (type AF), and those 
whose (b) is prior to (a) while paying attention to their inner voice (type FAI). 
We verified that type A listeners prefer Rap music, Rock music, listening in a 
lively place, listening to party music, and listening to lyrics, while type FAI lis-
teners prefer Bach, Chopin, and listening alone and quietly. 

1   Introduction 

How do human beings listen to the music? How do human beings understand musical 
structure and perceive musical groups? These questions are of the greatest concern for 
music composers and performers. At the same time, they are essential questions for 
people studying what makes humans feel entertained. 

The perception of music grouping is said to be a function of schemata. In percep-
tion, there are many organizing principles called gestalt laws, e.g., the laws of prox-
imity and similarity [ 1]. A gestalt law says that we are innately driven to experience 
things in as good a gestalt as possible. Musical performances are thus understood in 
these terms as an art in which gestalt factors are elaborated ingeniously. However, it is 
not clear how these laws are unified to achieve music groupings. We assume that the 
wide variety of personal music groupings results from a difference in schemata 
strengths formulated in accordance with the listener’s experience. 
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According to gestalt laws, the prominent note is perceived as the starting note of 
the music group, which consists of the note and the following contiguous notes. On 
the other hand, in the typical expression of phrasing, the most prominent note appears 
in the middle of the phrase. Without a doubt, both schemata must be valid in them-
selves, yet they are contradictory schemata for music grouping. 

It is said that the primary goal of conductors and performers is to clarify the struc-
ture of the music to be played and to give expression to the music as her/his intention 
is understood by the audience [ 1]. This may lead to the view that there has to be a 
correct grouping, i.e., a correct way of listening to the music. In the research field of 
music psychology, there have been a few reports that focus on the variety of music 
group perceptions. However, in our analyses of a performance rendering contest [ 2] 
and a preliminary experiment on music listening [ 4,  5], we confirmed that even listen-
ers who have a lot of musical experience do not have unique music groupings. 

The paper addresses two points: 1) the analysis of grouping by subjects, and 2) the 
examination of background factors affecting grouping type. In Section 2, we explain 
typical performance expressions of music groups that are related with two grouping 
schemata, and explain the keywords and concepts of the experiments described in 
Section 3. Section 3 describes the experimental procedure to classify the grouping 
types of listeners. In Section 4, we discuss the musical preference background of each 
grouping type and summarize the subjects to be dealt with in the future. 

2   Group Recognition of Music 

A person perceives groups by listening to a stream of sound [ 6~ 12].  
Music grouping is a fundamental process that listeners need to understand and en-

joy music. In this section, we explain two typical schemata for music grouping. Next, 
we describe the preliminary investigation regarding group recognition and describe 
the sort of “attention” employed in the design of the experiments. 

2.1   Schemata for Music Grouping 

There are many perceptual organizing principles called gestalt laws; e.g., the law of 
proximity, law of similarity, and law of continuity.  These principles are summarized 
in terms of music as follows: 

Score level: grouping based on relative pitch-interval, direction of contour, and/or 
combination of these principles. 

Signal level: grouping by IOI (inter onset interval), OOI (offset onset interval) 
and/or intensity level of adjacent notes. 

These grouping principles are easy to understand, and most cognitive music theo-
ries adopt them in order to formulate grouping rules (e.g. GTTM [ 6]). However, the 
methods of how to set quantitative parameters for each rule and of conflict resolution 
between rules have not been formulated yet. The lack thereof has become one of the 
key issues of musical information science [ 13,  14]. Below, we introduce two principal 
schemata of music grouping.  
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Fig. 1. Perceptive Grouping Based on Gestalt 

 

Fig. 2. Phrasing Expression 

Accent-oriented grouping. Proximity is regarded as the most fundamental evidence 
for grouping music, and most grouping theories refer to it. In particular, Mozart's 
piano sonata K.331 (Fig. 1) is often quoted in explaining proximity. The explanation 
is as follows; the perceived groups are indicated by placing upper brackets if a small 
rest is inserted after every bar, and are indicated by placing lower brackets if a small 
rest is inserted just after quarter notes of the 1st and the 2nd bar. 

Takeuchi measured performances of typical editions of the piece (Henle edition 
(upper) and Peters’ edition (lower)) and showed that the group starting notes are 
played louder in both editions [ 15].  

The principle of proximity and Takeuchi’s suggestion that louder notes tend to be 
starting notes of groups (or performers give accent to the group starting notes) may be 
best regarded as independent concepts.  However, as for proximity, it is rational to 
suppose that the greater the distance between adjacent events is, the more each event 
will be perceived as the prominent “accented” event. Thereby, combining the princi-
ple of proximity and Takeuchi’s suggestion, we assumed a grouping schema by which 
a louder or leaped note after a long IOI or rest is perceived as a starting note of a 
group composed of successive notes. We refer to this schema as the AOG schema 
(accent-oriented grouping schema). 

Phrasing. Another important clue for music grouping is the expression of phrases, 
referred to as phrasing. Expressing changes to tempi and dynamics by drawing an arc 
of a rainbow is the most widely known of the techniques to express phrasing (see Fig. 
2) [ 2,  9,  16]. Although this phrasing technique may be a way to express a group in a 
range of a physical breath, it is also natural to think that this familiar expression might 
be used to formulate a principle schema for grouping music. Gestalt psychology 
informs us that phrasing can be regarded as an expression using the principle of 
proximity. In this paper, we refer to this grouping schema based on musical 
expression as the phrasing schema. 
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2.2   Preliminary Investigation 

Here we introduce some points related to music grouping that we discovered during 
our preliminary investigation [ 5]. 

Variety of music group perceptions. We investigated how much performers’ well-
elaborated intention about music grouping is conveyed to listeners by conducting an 
experiment with 101 subjects comprising experienced listeners (more than 8 years 
experience in playing a musical instrument) and inexperienced listeners. Experienced 
listeners were able to understand intention better than inexperienced listeners (p < 
0.05). On the other hand, the experiment also showed the number of the listeners of 
the experienced group who perceived fully the same grouping that the player intended 
was only half. The other perceived groupings could be classified into several types. 

Influence of performance parameter. In order to elaborate on Takeuchi’s finding in 
[ 15], we implemented a kind of morphing system, by which we can quantitatively 
investigate the influence of the operation to make a note prominent by giving more 
intensity and the operation of giving a rest to a music grouping. We carried out 
experiments (Fig. 1) on two subjects who had more than 20 years of musical 
experience (one has a masters degree in music education and the other, a masters 
degree in composition). The experimental results showed that the subjects’ parameter 
distributions (intensity and rest) to judge the upper from the lower group (in Fig. 1) 
were significantly different. 

Change of grouping by attention control. We tried to determine if the music 
grouping changes temporarily, when the listeners are given another attention focus 
than what they would usually focus on. Using the musical example described in 
section 3, we explained the phrasing of the accompaniment to listeners who were 
considered to pay attention to the melody. One third of listeners reported that their 
grouping unexpectedly changed from melody to accompaniment. 

3   Listening Experiment 

Our preliminary experiment suggests that music grouping is not always unique and 
that listeners can be classified according to a number of music groupings. We also 
verified that a listener’s musical experience has some correlation with his/her music 
grouping and that attention control may influence a listener's grouping temporarily 
and selectively. Thus, the experiments were on classifying subjects according to 
grouping characteristics. We focused on the predominance of the AOG schema and 
phrasing schema. We have to take account of the fact that it is not easy for every 
subject to describe her/his own perception. Sometimes a perception may be distorted 
when it is translated in words. To reduce the errors caused by a mixture of subjects 
whose statements could be incredible, we contrived an experimental plan as follows. 
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3.1    Procedure 

First, we had to prepare a test piece, the grouping to which may differ according to 
which schema is predominant. To put it concretely, we used a musical piece whose 
grouping would differ according to whether the listener paid attention to the melody 
or to the inner voice. For this purpose, we used performances of the first eight meas-
ures of the second movement of Beethoven’s Piano Sonata "Pathetique," explained 
and realized by Professor Hiroshi Hoshina, a composer and conductor [ 9]. In the ex-
periment subjects were asked to mark any of the grouping candidates and any of the 
accent notes in the melody that they felt, into the given score sheet (see Fig. 3), after 
listening to each of the following three stimulus performances. 

 

Fig. 3. Score Sheet for the Listening Experiment: Arrows are candidates of grouping bounda-
ries. After listening to each performance, subjects mark their grouping boundaries and accented 
notes that they felt. 

The first stimulus was an original expressive version: a performance including all 
dynamics and tempo. The second stimulus was a chord version: a performance whose 
accompaniment was replaced with chords synchronous to the melody. The player’s 
inner voice expression was thus suppressed while maintaining the harmonic structures 
of that piece. The third stimulus was the original expressive version, again. Before the 
third trial, subjects were given an explanation of the roles of the inner voice in the piece, 
that is, the part that gives the piece phrasing expression (see Fig. 4). 

 

Fig. 4. Process of the Experiment 

3.2   On the 2nd Movement of Beethoven’s “Pathetique” 

The second movement of “Pathetique” is representative of homophony. Homophonic 
music has a main melody and a synchronized homogeneous accompaniment. Accord-
ing to Hoshina’s analysis, the melody of the first eight measures consists of six groups 
supported by the melodic and harmonic solution (brackets located at the upper part of 
the score in Fig. 5). The second and third groups (from C in the first beat of the third 
measure to F in the first beat of the fifth measure) combine to form a compound 
group. The root chord in the third group keeps V (F at the last note means V9), and 
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the first note (E flat) chromatically progresses to the last F (that is, the middle E natu-
ral is a passing note). Based on this analysis for music groups and considering the 
contour, Hoshina identified the apex note, marked by a star within each group. The 
fundamental expression of the groups that Hoshina suggests is of crescendo toward 
the apex note, and decrescendo from the apex to the end of the group, which is re-
garded as typical phrasing. 

 

Fig. 5. Interpretation and Expression of 2nd Movement of Beethoven’s Piano Sonata “Patheti-
que”: The annotated slurs are according to the Henle Edition. The brackets above the main 
melody mean Hoshina’s grouping and the stars mean the apices of those groups. Crescendo and 
diminuendo are written by the author based on his expression. 

In this music, 16th notes of the inner voice, especially, 16th notes from the 1st 
measure to 2nd measure, the 4th measure, and the 6th measure, of which the melody 
notes are long tones, play an important role in phrasing expression. It is impossible to 
express gradual crescendo within a note played by a piano. Phrasing for group expres-
sion is realized with crescendo followed by diminuendo for the part described in sec-
tion 2.1.2. Therefore, phrasing of these groups is achieved with a crescendo followed 
by a diminuendo for the 16th notes of the inner voice. 

The 1st note of the 6th measure is a boundary candidate in the AOG schema. The 
melody note E flat is the last note of the preceding group and is the starting note of 
the next group (6th bar). It is impossible to express crescendo only with the expression 
of the summit note (A natural) in the melody. In contrast, in the preceding group, the 
summit note of the melody B flat (The 2nd beat in the 5th measure) and resolved to E 
flat with a diminuendo. It is possible to express diminuendo for the ascending 32nd 
note sequence. To sum up, A natural (2nd note of the 6th measure) is likely to be a 
group start because this note is adjacent to the preceding note sequence and the inten-
sity of A natural is stronger than that of E flat.  

The discussion so far can be summarized as follows; (a) if a listener finds that A natu-
ral (the 2nd note of the 6th measure) is the group starting note, he or she has used the 
AOG schema. (b) If the listener does not regard A natural as the group starting note, 
that is, s/he has grouped by phrasing schema, s/he must be tracing the inner voice, 
whether s/he may be conscious of that, or not. If the inner voice is replaced with chords, 
some of the (b) listeners will indicate a group starting at the A natural note. 
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Hoshina analyzed the performance interpretation of eight measures of the begin-
ning of the second movement of this piano sonata, describing its dynamics [velocity] 
and tempo [BPM] by sixteenth note. His grouping, apices, and performance informa-
tion are shown in Fig. 5. The information does not include pedal or note length. As for 
this piece, pedaling is not always required. In addition, this piece is often played 
slowly with the sounds of the piano sustained acoustically. Thus, we made each note 
length equal to its duration, except for notes annotated with a slur and staccato, which 
were given eighty percent of their own duration. We used a YAMAHA MU-2000 
instead of the MU-50 used by Hoshina for the output of the two stimuli, and con-
verted the output into MP3. Appendices 1 and 2 show the performance data. 

3.3   Results 

The subjects were 231 university students. The boundary that the subjects marked 
most, when they heard the first original expressive version, was between E flat and E 
in the 4th measure (59%). The second dominant boundary was just before the starting 
note in the 7th measure (15%) and the third dominant boundary was between the 1st 
beat and the 2nd beat in the 6th measure (9.5%). 

The top and the second dominant boundaries the subjects chose are the position 
where a half cadence pattern appears and the position where a typical cadence pattern 
starts, respectively. On the other hand, it is not impossible to explain why the third 
position was chosen only with the cadence patterns. 

Here we focus on the third dominant boundary, called X in the remainder of this 
paper, where the intense E flat may lead to an AOG schema and phrasing achieved 
with an expression of the inner voice may lead to a phrasing schema. Among 231 
subjects, 20 subjects said there was a boundary at X after listening to the chord per-
formance. Among these 20 subjects, 14 subjects said that they did not notice the 
boundary at X when they listened to the source expressive performance, while the 
other 6 said they did. The difference between the source expressive performance and 
the chord performance is whether the notes in the inner voice are played with the 
sequential 16th notes or played at the same time. 14 subjects (FAI Group) were re-
garded as listeners possessing both AOG schema and phrasing schema, and as pay-
ing attention to the inner voice. They are supposed to be listeners of traditional west-
ern music. 

Sixteen subjects thought there was no boundary after the inner voice function was 
explained. These listeners were deemed to be ones whose AOG schema is somewhat 
prior to their phrasing schema, and whose attention to the inner voice is compara-
tively low (AF Group)  

Six subjects who said that they felt there was a boundary after being given the ex-
planation were regarded as listeners with a strong AOG schema (A Group) If we 
make experiments using other musical samples, we might be able to separate the 
remaining 188 subjects' musical grouping types more precisely. However, it is impos-
sible to judge whether the remaining subjects have perceived a group boundary and 
produced consistent statements, only from the experiment using Beethoven's Piano 
Sonata “Pathetique”. Therefore, we are going to consider the subjects of the FAI, AF 
and A group in the following discussion. 
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Fig. 6. Result of Boundary Perception between the 1st beat and 2nd beat at the 6th bar 

4   Grouping Schema and Its Background 

The investigation of causes that lead to formulation of individual schema is a crucial 
study target of Kansei research. However, it is not easy to control individual condi-
tions that might affect schema formulation. In the experiment, we investigated (a) 
preference for musical genre and (b) preference for listening manner, based on the 
social-psychological approach of Csikszentmihalyi [ 17]. 
The procedure we adopted is that subjects should give the order to items that we pre-

pared in advance, as shown in Table 1. We then analyzed the preference characteristics 
of each group (FAI, AF Group, A Group) by calculating the average preference order. 
The average order and the radar charts are shown in Table 2 and Fig. 7, respectively. 
The scale of the radar chart is given by 1.0 − average order / number of items. It is not 
an absolute scale. However it provides us with information to understand the tendency. 

Music Genre Preference Result 

• The preference level for Pop was the highest for all of the groups. 
• The preference levels of the FAI group were lower for Rock and Rap, compared 

with those of other groups, and higher for Therapy Music. 
• The preference levels of the A group were lower for Bach and Chopin, compared 

with those of other groups. 
• The preference levels of the AF group were between those of the FAI group and A group. 

Preference for Listening Manner 

• Listeners of the FAI group preferred listening music alone and quietly. 
• Listeners of the A group preferred listening to music with their friends. They at-

tached importance to lyrics. 
• The preference levels of the AF group were between those of the FAI group and A group. 
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Table 1. Questionnaire items of preference for music genre and listening manner 

 

Table 2. Orders of preference for music genre and listening manner 

 

 

Fig. 7. Radar chart of Table 2. The preferred items are listed on the circumference. 
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FAI Group. The listeners of the FAI group are supposed to be interested in traditional 
western music, because they can hear the inner voice. We hypothesized that the genres 
preferred by this group would be orchestral music, Bach, and Chopin. Unexpectedly, the 
results show that the preference for orchestral music was not so high. However, the 
preferences for Bach and Chopin were higher and preferences for Rock and Jazz were 
lower than in the A group. Listeners of this group tended to listen to music alone and 
quietly. They did not prefer listening with many people. They seemed to enjoy listening 
only to the music itself. Despite the slight deviation from our expectation, we may say 
the hypothesis was supported by the results on the whole. 

A Group. Listeners of the A group are thought to have the AOG schema. We 
hypothesized that they would have a strong preference for Rap and Rock music, in 
which the beat expression is prior to phrasing. Fig. 6. shows that the listeners of this 
group do prefer Rap and Rock music, and have little interest in Bach and Chopin. 
They prefer listening to music with their friends. In addition, the listeners of this 
group regarded lyrics as important, and they make light of anticipation and 
concentration, compared with other groups. We may reasonably conclude that the 
hypothesis was supported by the results. 

5   Discussion 

Our discussion of the results can be summarized as follows: 
In the experiment, we focused on two primary grouping schemata, and gave higher 

priority to excluding subjects whose statements were inconsistent. Eventually, the 
90% of the subjects that did not find a boundary at the first beat of 6th measure were 
taken out of the analysis. There is a possibility that other schema view this part as not 
the boundary, for instance, a temporal note line schema. We would like to conduct 
further experiments using composed music to investigate this possibility.  

The questionnaire items were limited to coarse items except for Bach and Chopin. 
This is because we considered the subjects would find it more convenient when filling 
in the form if we selected the items to be evaluated. For the same reason, we adopted 
an ordinal scale instead of an interval scale. We should thus conduct future investiga-
tions based on an interval scale, limiting the number of items. 

The questionnaire survey revealed that musical preferences are different if the lis-
tener type (i.e. A, AF, FAI group) is different. At the same time, we found preference 
differences corresponding to age. That means we should conduct broader investiga-
tions with a greater range of subject ages. 

6   Conclusion 

The music grouping depended on each listener’s musical experience. We provided a 
working hypothesis that grouping differences result from the balance of schemata 
strengths that each listener possesses, and executed an experiment using the second 
movement of the “Pathetique” composed by Beethoven. The experimental parts of 
music listened to by the subjects were controlled, as the grouping results might differ 
according to which of the accent-oriented schema and phrasing schema is prior for 
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the subject. We were able to identify three typical listener types; those who have 
strong accent-oriented schema (A group), those whose accent-oriented schema is 
somewhat prior to their phrasing schema (AF group), and those who have the compe-
tence of listening to inner voices and whose phrasing schema is prior to their accent-
oriented schema (FAI group).  

Using a questionnaire survey filled out by these subjects, we verified that (1) A 
group listeners prefer Rap music and Rock music, as well as listening in a lively place 
with many people and listening to lyrics. (2) FAI group listeners prefer Chopin, listen-
ing alone and quietly, and (3) university freshmen in the FAI group do not have as 
much preference for Rap or Rock compared with freshmen in other groups. 

The subject dealt with in this paper is an investigation of human cognitive proc-
esses based on observation of the musical grouping process. We illustrated that we 
can classify the listener’s type considering superiority of grouping schemata. We also 
investigated the relationship between the listeners’ schema type and their musical 
preference. Our investigations are still at an early stage, and we would like to conduct 
broad investigations together with experiments using samples of originally composed 
music as future work. 
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Abstract. Augmented reality (AR) has recently stepped beyond the usual scope 
of applications like machine maintenance, military training and production, and 
has been extended to the realm of entertainment including computer gaming. 
This paper discusses the potential AR environments offer for embodied ani-
mated agents, and demonstrates several advanced immersive content and sce-
nario authoring techniques in AR through example applications. 

1   Introduction 

The highly influential book of Bolter and Grusin titled Remediation [1] states that 
digital technologies such as the World Wide Web, computer games, virtual reality 
(VR) and augmented reality (AR) cannot separate themselves from earlier media 
forms such as photography, film or stage. The authors argue that a novel visual media 
form should first observe and respect, then attempt to surpass earlier media by refash-
ioning, “remediating” them, just like photography remediated perspective painting, 
film remediated stage and photography, and television remediated film. Augmented 
reality has recently stepped beyond the usual scope of applications like machine 
maintenance, military training and production, and has been extended to entertain-
ment including computer gaming. This step is expected to greatly contribute to a 
wider acceptance of this relatively novel research field, similar to the spread of 2D 
and 3D computer games supported by the rapid hardware and software developments 
in computer graphics that have also attracted significant public interest. In this paper 
we focus on entertainment applications in augmented reality environments.  

Our paper has two major contributions. The first contribution is our advanced use 
of animated characters in augmented reality applications, which reaches back to more 
traditional media such as film or stage. Since AR environments are typically highly 
dynamic with a large number of events coming from the physical and virtual world, it 
is difficult to create detailed scripted behavior for characters to anticipate every con-
ceivable situation, unlike in more controlled interactive 2D and 3D virtual environ-
ments. Consequently, it is desirable to employ autonomous software components that 
proactively and autonomously make decisions without continuously waiting for com-
mands from the user. Therefore we propose embodied autonomous agents as a novel, 
promising direction for interaction development of AR applications. 

The second contribution is the application of remediation theory to authoring tools 
in augmented reality environments. We argue that not only presented content and its 
perception need to be remediated, but media should also strongly influence authoring 
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tools. While tools to author content for AR have been based on strong roots in classic 
computer graphics and VR, we claim that augmented reality should exploit medium-
specific techniques to smoothen its production workflow: AR has to penetrate its own 
authoring pipeline. Nevertheless, we do not offer a complete solution for creating 
standalone applications as some larger frameworks do [2][3][4] but provide case stud-
ies to explore novel ways of authoring and enabling interaction. 

2   Motivations and Related Research 

Typical forms of computer-assisted entertainment include computer games and story-
telling applications. As in all games and stories, a key experience element is fantasy. 
While playing or participating in a story, a virtual, imaginary world is created within 
our mind, inhabited by characters and other objects behaving according to the dictates 
of our imagination. In classic make-believe games this fantasy world and their charac-
ters connect to the real environment through physical game props to which various 
roles are assigned, thus making heretofore passive objects active players in the game 
story. AR applications are aiming at the same effect by superimposing a virtual world 
on top of the real environment. Since the virtual world is registered with the real one, 
they appear to coexist. As pointed out by Stapleton et al. in their mixed-fantasy 
framework [5], the combination of the real and virtual helps suspend disbelief and 
enriches the audience’s fantasy experience. AR is able to visually change real world 
attributes, make passive objects appear animated or play sound effects in addition to 
sounds in the real environment further enhancing the atmosphere of the perceived 
mixed environment. 

2.1   Authoring AR  

Besides being a compelling environment for digital entertainment, augmented reality 
offers novel, intuitive tools for content authoring as well. MacIntyre et al. [6] make 
the point that the most relevant factor making AR an important and unique medium is 
the combination of three concurrent features: blurring the boundary between the real 
and the virtual world, constant user control of viewpoint and interactivity. Traditional 
tools for authoring VR and AR content, such as desktop-based 2D/3D content author-
ing tools, character animation programs, multimedia frameworks [3], or editors to 
compile and run scripts [2], offer the evident advantage of familiarity. However, an 
authoring environment possessing the aforementioned three qualities would be desir-
able to let content developers fully experience and understand the novel environment 
they develop for and tailor the content to it. 

From the various extant tools for authoring content for AR applications we high-
light the tangible AR-based system from Lee et al. [7], which is to our knowledge the 
only general purpose immersive authoring AR system existing to date. This system 
implements an intuitive WYSIWYG editor, where users handle physical markers to 
manipulate virtual objects, their properties and their connections to other objects and 
properties to model interaction. Although the immersive environment and the tangible 
controls are similar to ours, the data flow model covers only basic functions of tangi-
ble AR applications without considering more complex aspects such as application 
events or multi-user aspects. 
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2.2   Autonomous Agents in AR 

Animated characters have been particularly important and popular visual story and 
interface elements in a large variety of digital entertainment domains from animated 
3D cartoons to computer games, where these characters have been used as avatars, 
allies, bystanders or competitors of the user. They are able to create a rich gaming 
experience, since their advanced multimodal communication capabilities including 
speech, facial and body gestures and posture engage users emotionally and socially as 
well. They are perceived as living, feeling, and “smart” digital creatures. 

Characters in AR may possess a virtual or physical body, or both. They share us-
ers’ physical environment, in which they can freely move using all 6 degrees of free-
dom. Virtual characters in AR scenarios appear to have a solid, tangible body that can 
be observed from an arbitrary viewpoint, thus becoming integral parts of the physical 
environment. A typical AR environment is highly dynamic including several users 
equipped with various devices and constantly changing object poses. We think that a 
preferable way of implementing animated characters for AR environments is by using 
autonomous agents that proactively make decisions instead of demanding constant 
user guidance, while monitoring and observing changes in the physical and virtual 
environment. According to Bates [8] appropriately timed and clearly expressed emo-
tion is an essential and often sufficient requirement for characters to behave in a be-
lievable way. Therefore we do not focus on equipping our agents with complex  
behavior engines or intelligence (without excluding them). Instead we have been 
researching the technical challenges, user requirements and possible applications that 
potential AR environments suggest given the possibility of populating them with 
animated agents. 

Although extensively researched in VR, agents have only recently appeared in AR 
environments. An early AR application providing character support is the ALIVE 
system [9], where a virtual animated character composited into the user’s real envi-
ronment responds to human body gestures on a large projection screen. This type of 
display separates the user’s physical space from the AR environment, which demands 
carefully coordinated user behavior. The Welbo project [10] features an immersive 
setup, where an animated virtual robot assists an interior designer wearing an HMD. 
The character lacks a tangible physical representation and can only interact with 
virtual objects. Another HMD-based system from MacIntyre et al. [6] creates an in-
teractive theater experience by placing prerecorded video-based actors into an AR 
environment. The characters do not possess any autonomy, as their behavior is 
scripted, and interaction is limited to changing viewpoints and roles in the story. 
Cheok et al. [11] also experiment with mixed reality entertainment with live captured 
3D characters, which enable telepresence of real people within a virtual or augmented 
reality setting but without any control of the environment. Cavazza et al. [12] place a 
live video avatar of a real person into a mixed reality setting, and interact with a digi-
tal storytelling system with body gestures and language commands. Balcisoy et al. 
[13] experiment with interaction techniques with virtual humans in mixed reality 
environments, which play the role of a collaborative game partner and an assistant for 
prototyping machines. Cassell et al.’s Sam agent [14] is a virtual playmate assisting 
children in a natural storytelling play with real objects. In this game access to real 
game props is shared between the child and the animated agent. 
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3   Events and Interaction in the Real and the Virtual 

Interaction with animated agents in an AR environment needs careful design. The set 
of possible application events is huge, since numerous events are generated by 
changes in the pose and attributes of multiple users, interaction devices and displays, 
pose-tracked application-specific props and the application itself. Monitoring all pos-
sible events and their combinations is a complex and time-consuming task that can 
affect the responsiveness of the agents if carried out naively. Therefore as one of the 
first application design tasks we need to limit the set of events exclusively to those 
meaningful in the context of the application and set up real and virtual sensors to 
measure and catch them. The events help the agent maintain its internal world model 
that attempts to match the perception of the user, and result in the agent making deci-
sions and actions based on the current status of its internal world. To effectively de-
sign which application events may be useful for our agents, we wrote simple demo 
scenarios to test atomic behavior patterns, where various communication channels are 
utilized between the real and the virtual. 

 

Fig. 1. Screenshots of a virtual animated character balancing on top of a tangible optical marker 

 

Fig. 2. Screenshots of a real LEGO® Mindstorms robot avoiding collision with a virtual  
character 
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3.1   Agent with Virtual Body Reacting to Events in the Real World 

Figure 1 illustrates a simple example how a virtual animated agent is able to respond 
to changes in attribute changes of the real world. A tangible, physical optical marker 
acts as a platform for a virtual monster artiste to stand on. The user holds and tilts 
around the marker in front of a webcam, while the artiste agent appears to be 
struggling to maintain its balance. If the surface of the marker becomes too steep, the 
monster falls down with a roar of despair. The application retrieves the current pose 
of the marker relative to the webcam using the ARToolKit optical marker recognition 
module [15]. The pose of the marker is directly mapped to the pose of the virtual 
platform of the artiste in the agent’s world model. The webcam and the marker recog-
nition library act as the agent’s sensor for perceiving changes in the physical marker’s 
attributes. The agent’s control logic then checks whether the platform orientation is 
still within bounds and decides whether to play the “falling down” or the balancing 
animation. The balancing animation is a blended motion interpolating between the 
neutral center and four extreme points in the animation space with factors calculated 
from the platform’s pitch and roll rotation angles. 

3.2   Agent with Physical Body Reacting to Events in the Virtual World  

Sensing events generated by virtual objects is usually not a complicated task since 
virtual sensors such as vision, hearing, touching can be implemented in software us-
ing various algorithms. However, using physical objects as bodies for autonomous 
agents and consequently as output communication modalities implies several con-
straints. Our entire physical environment cannot be affected by virtual control logics, 
only by specially prepared objects which require communication channels and actua-
tors to be set up. 

The screenshots shown in Figure 2 depict a sample scenario for a communication 
flow from the virtual into the real world. This scenario implements defensive behavior 
for a physical LEGO® Mindstorms robot that tries to avoid collision with a virtual 
character. The pose of the robot and the character is again tracked using ARToolKit. 
If the character enters the virtual “safety” area around the robot, a command is sent to 
the robot from the PC via an infrared link, instructing it to move away. 

4   Monkey Bridge 

Games provide a challenging environment to test real and virtual world events with 
animated characters and demand various authoring tasks as well. Our MonkeyBridge 
application is a multiplayer AR game, where users place real and virtual objects onto 
a physical surface, thus influencing the behavior of virtual animated characters and 
responsive physical objects.  

A “monkey bridge” is a fragile wooden construction over a river in South-East 
Asia. People frequently risk their lives as they try to keep their balance whilst cross-
ing. In this application two players dynamically build a monkey bridge for their mon-
ster-like characters using virtual and physical pieces of landing stage, which vary in 
shape (Figure 3 shows two application screenshots). The goal is to reach a dedicated 
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Fig. 3. (left) Screenshot from the optical tracking-based setup. Note the real game elements that 
show through the virtual scene. (right) Game environment with the magnetic tracking setup. 

 

Fig. 4. Autonomous agent behavior: a) choosing animation and sound based on platform type, 
b) path planning depending on the spatial distribution of available blocks 

target in the middle of a virtual ocean. The game includes many spectacular virtual 
and physical visual elements such as animated 3D ocean waves, a flock of virtual 
seagull boids, a real, illuminated smoking volcano and lighthouse with rotating lights. 
Sound effects further enhance the game experience. 

4.1   Autonomous Path and Motion Planning for Agents 

The MonkeyBridge characters are embodied autonomous agents. Their behavior does 
not require careful scripting, instead a dedicated control logic or virtual “brain” de-
cides which animations and sound effects to play, which direction to turn or whether 
the target has been reached. The only factors that directly influence agent behavior are 
the spatial distribution, pose and shape of the virtual and physical building blocks 
placed on the game board (see Figure 4). The characters autonomously choose: the 
path they walk on; decide how to get from one platform to the other, e.g. jump up or 
down when there is a slight difference in height between platform edges; automati-
cally choose the straightest path from several available tiles; and fall into the water if 
there is no suitable piece of landing stage to walk on. They cheer in triumph raising 
their hands in a victory salute when they win, and cry over a lost game. 
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Fig. 5. Human actor (left) and wooden mannequin with magnetically tracked limbs (right) as a 
model for the balancing monster animation (center) 

4.2   Level Editing in AR 

It is transparent to the agents whether they walk on physical or virtual tiles, which 
blurs the boundary between the real and the synthetic game environment and allows 
the arbitrary combination of real and virtual bridge elements on the game table. The 
different arrangements of bridge elements result in a large number of level combina-
tions that prevent the game from becoming monotonous. Augmented reality enables 
the use of an intuitive tangible level editor, where users design the pose of the physi-
cal game elements in the game area with their hands prior game start, record the 
manually edited physical level and register it with its virtual counterpart to initialize 
the game. After the game starts, players dynamically build the virtual level elements 
during the game by manually placing them next to the physical tiles using their inter-
action devices. 

4.3   Character Animation Using AR Techniques 

Modelers and animators often rely on real-life references to build and animate 3D 
characters for games or film production. Observing the real world by photographing 
or videotaping the subject, or asking someone to pose helps create more believable, 
precise and expressive character animation. The left image of Figure 5 shows a col-
league posing while creating animation for the balancing demo described in Section 
3.1. Professional artists use motion capture techniques or other expensive means of 
acquiring motion data (e.g. the Monkey kinematic tracker device [16]) to create an 
essential initial data set for the final, refined animation. With AR new possibilities 
open up within the field of character animation. The animated virtual model and the 
real-world reference can be merged, forming a single interactive modeling instrument. 
We are currently developing a tool using a wooden mannequin as an input device to 
animate skeleton-based virtual 3D models. The head and limbs of the mannequin are 
pose-tracked. The system maps real-time pose information to rotation information for 
the joints of the character skeleton using inverse kinematics and motion mapping 
techniques. AR not only enables close interaction with virtual models by using tangi-
ble objects but also the creation of complex motions like walking up stairs or lifting a 
ball, since animators can use actual physical models of stairs or balls in concert with 
characters in order to create realistic motions. 
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Fig. 6. Screenshots from the AR Lego application. (left) An animated repairman mounts virtual 
wheels onto the physical Lego® robot (right) The system gives visual feedback about the  
behavior of the real robot while the wheels are turning. 

5   AR Lego 

AR environments offer advanced exploitation of real-world objects. The AR Lego 
application [17] implements a playful machine assembly and maintenance scenario, in 
which two agents are employed to educate an untrained user to assemble, test and 
maintain machines composed of active (engines and sensors) and passive (cogwheels, 
gears, frames) parts. The two agents are a real LEGO Mindstorms® robot and a vir-
tual animated repairman (see the screenshots of Figure 6). The PC-based application 
treats the robot as a first-class interaction entity by communicating commands via an 
infrared channel, in order to control the attributes of active parts (e.g. engine voltage 
and direction, type of the sensors) and query current robot state (e.g. sensor values, 
communication channel failures, or battery level). 

The system provides step-by-step assembly instructions as to which block to mount 
next and how to verify whether the user is at the correct stage in the construction. 
While the verification of passive parts (i.e. inactive bricks) is only possible by visu-
ally comparing the appearance of the physical model to the virtual, testing whether 
the active parts (engines and sensors) have been mounted correctly is more straight-
forward. After mounting an engine, the application instructs the robot to turn the en-
gine on by issuing an infrared command. If mounted in the right position and correct 
direction, the engine and all moving parts connected to it should behave as demon-
strated by overlaid animated virtual models. Similarly, if we mounted the sensors 
properly, the right type and range of data should arrive from the robot. The system 
checks and visually reports inconsistency so that the user can go back one or more 
steps to double-check the construction. 

5.1   Physical Objects as GUI 

A novel and exciting aspect of AR agents is that physical objects like printers, digital 
pianos or interactive robots can be turned into intelligent, responsive entities that 
collaborate with virtual characters and users as equal, active partners. If we track and 
monitor relevant physical attributes and process this data, attribute changes can 
 



 Augmented Reality Agents in the Development Pipeline of Computer Entertainment 353 

 

 
 
Fig. 7. Animated character bound to a tangible optical marker and controlled by a PUC gener-
ated interface on a PocketPC (monitor + PDA screenshots) 

generate events that can be interpreted by other agents and application logic. Using 
network packets, infrared messages, MIDI code sequences or other means of low-
level communication, physical objects can not only be queried for status information 
but can also be controlled by external commands that trigger actuators. Therefore 
physical objects can act as input and output devices in AR spaces. 

In AR Lego the Lego® Mindstorms robot is a physical object that not only acts as 
an I/O device in the AR environment but also serves as an immersive modeling de-
vice. The user manually and dynamically assembles a real, tangible Lego® model 
from active and passive parts. During construction constant visual feedback is sent by 
a display combining real and virtual information, and by the actual physical model 
through actuators triggered by infrared commands. The ActiveCube project [18] im-
plements similar ideas, where the user assembles a set of computerized tangible 
blocks equipped with I/O devices. However, in ActiveCube there is a clear border 
between the real and the virtual world since the virtual content is not overlaid on top 
the physical environment, which is a key requirement of true AR applications. 

5.2   Personal Universal Controller 

An innovative way to configure AR agents is using the Personal Universal Controller 
(PUC) [19]. All agents provide an XML-based description of their relevant, configur-
able attributes and their supported commands together with the command syntax. All 
characters run a PUC service, which listens to incoming connections from PUC cli-
ents. A PUC client is able to render a Graphical User Interface (GUI) to control at-
tributes that are described in the description, and are implemented on various devices 
and platforms including PCs, PDAs and smartphones. Figure 7 shows a control GUI 
rendered on a PocketPC. By checking the “skeleton” control checkbox (marked with 
an ellipsoid) the user changes the rendering mode from mesh to skeleton mode allow-
ing observation of the underlying bone structure. One PUC service can accept multi-
ple clients, hence allowing collaborative, multi-user configuration. 

PUC offers an intuitive way to configure animated characters in AR environments, 
where they are typically scattered in space. Instead of the usual static configuration 
steps prior to the start of an application, the user can now roam throughout the com-
plete application space; walk up to the character to be configured; reach a convenient 
and comfortable distance; query the controllable parameters of the character using a 
PDA running a PUC client; and dynamically control the character’s attributes. 
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6   Augmented Piano Tutor 

Music has only recently emerged as an important medium for AR applications 
[20][21]. The Augmented Piano Tutor application serves as a piano teacher that edu-
cates users about basic chords and scales in an AR environment. It uses a desktop-
based AR setup using a real keyboard that communicates with the control PC with 
MIDI in and out messages, a webcam, and a monitor to combine the real and the 
virtual scenes. On the screen the real keyboard can be seen augmented with virtual 
information instructing users to hit certain keys in a defined order, while giving feed-
back as to which keys have been pressed correctly and which ones were pressed by 
mistake. Sound is generated on the physical keyboard by MIDI commands in accor-
dance with the visual feedback blended into the user’s view, therefore the boundary 
between the user situated in the real environment with the instrument and the 
“teacher” giving instructions from the virtual world appears to be blurred.  

The synthetic information is always synchronized with the audio. When the user is 
instructed to play a certain chord on the keyboard, the piano keys yielding the chord 
are visually highlighted indicating which should be pressed, while the very same 
chord is played on the keyboard to create a mental connection between the two. When 
the user tries to imitate the chord, the correctly pressed and missed keys are marked 
with different colors on top of the real keys, giving a hint how the error should be 
rectified. Figure 8 provides illustrations for our application. 

  

Fig. 8. Screenshots from the Augmented Piano Tutor Application 

This system can be used as an advanced music composition tool offering the com-
plex functions and rich visual feedback of a sequencer program running on the PC, 
while preserving the simplicity and freedom of a keyboard. While the sequencer module 
analyzes the tunes currently being played, it could also suggest harmonizing background 
chords and appropriate solo melodies to be played immediately on the keyboard. 

7   Conclusion and Future Work 

In this paper we introduced various augmented reality applications to illustrate the use 
of embodied autonomous agents as key visual interface elements and advanced im-
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mersive authoring techniques and tools exploiting AR environments. We did not aim 
to construct a standalone AR authoring framework but rather developed sample sce-
narios to provide inspiration for further experimentation with AR authoring for com-
puter entertainment. 

In AR applications users are typically not bound to a single physical location, de-
vice and display but tend to roam over large areas, working with several stationary 
and portable devices and displays. We are currently experimenting with persistent 
embodied autonomous agents that are able to seamlessly migrate between various 
devices and screens, and develop authoring tools accommodating the needs of mobile 
users working with animated agents in ubiquitous computing environments. 
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Abstract. In this paper, we identify the features that enhance gaming 
experience in Augmented Reality (AR) environments. These include Tangible 
User Interface, force-feedback, audio-visual cues, collaboration and mobility. 
We base our findings on lessons learnt from existing AR games. We apply 
these results to billiARds which is an AR system that, in addition to visual and 
aural cues, provides force-feedback. billiARds supports interaction through a 
vision-based tangible AR interface. Two users can easily operate the proposed 
system while playing Collaborative billiARds game around a table. The users 
can collaborate through both virtual and real objects. User study confirmed that 
the resulting system delivers enhanced gaming experience by supporting the 
five features highlighted in this paper. 

1   Introduction 

Augmented Reality (AR) supplements user’s perception of real world by stimulating 
one or more senses [2]. Besides medical, military and manufacturing applications, AR 
is now also being used for entertainment purposes. Many of such applications are 
computer games. In this regard, much work has been done in research labs and we are 
yet to find a commercially launched AR game. However, the underlying technology 
has matured to an extent that AR games will soon grab a significant chunk of the 
entertainment industry. 

It has been claimed, with convincing facts, that AR is capable of overpowering 
other technologies in computer gaming [1]. For this, a model of gaming experience 
comprising of physical, mental, social and emotional aspects was considered. It was 
shown that AR can exploit all the four aspects and thus provides an ideal platform for 
computer games. But, before the dream of commercial AR games becomes a reality, 
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several challenges must be met. Most of these challenges are related to availability of 
affordable devices with the required performance. With the ongoing fast-paced 
development in the computing hardware industry, widespread popularity of AR 
games is foreseeable in the near future. Besides hardware, several other issues are 
involved in success of computer games, application functionality being an important 
one. In the following, we enlist various application features that enhance a player’s 
gaming experience in AR environment. In doing so, we do not consider the hardware 
constraints which are unavoidable in every AR system. Also, we exclude those 
aspects which are key features of AR, i.e. augmentation, interaction and registration 
[2]. It is assumed that all AR games cater these core requirements. Instead, we focus 
on functionality of gaming applications. The idea is to use the application features in a 
constructive fashion, with strengths of available functionality making up for the 
hardware constraints. These features may not be applicable to some applications, but 
they are general enough to be incorporated into most games. While the hardware has 
limitations, human imagination is unlimited. If provided enough stimulation during 
game-play, human imagination can go beyond all hardware constraints to perceive the 
ultimate gaming experience. 

Tangible User Interface (TUI). TUIs provide an intuitive way of manipulating 
digital data through real-world objects [11]. This is because humans are naturally 
skilled in handling physical objects. TUIs not only provide tactile feedback, but can 
also map natural movements of users into the digital world. On the other hand, 
interaction through specialized devices is unnatural and imparts cognitive load on user 
in terms of learning novel ways of manipulation. ARQuake is a first-person shooting 
game which allows players to shoot at virtual monsters by pressing trigger of a 
tangible gun [3]. This improved playability of the game. 

Force-Feedback. Visual cues alone are not sufficient to provide intuitive interaction 
to users. TUIs deliver natural tactile feedback to enhance user’s experience. However, 
systems with TUIs still fall short of realism when dynamics is involved in a game. In 
such situations, force-feedback is required to ensure user’s sense of realism. 
ARQuake used a haptic gun to shoot at virtual monsters [3]. It contains a solenoid 
which strikes a bolt against the gun to provide force-feedback. It only provides 1D 
force-feedback which is sufficient to simulate recoil of a gun. However, it is not 
suitable for complex scenarios. 

Audio-visual Cues. Audio-visual cues are not the visual objects or sounds simply 
overlaid by most systems. The cues provide information about user’s augmented 
environment and contribute to immersion. These cues must be responsive to user’s 
actions in the game. Humans have a remarkable ability to fuse multi-modal sensory 
stimuli for building inferences about their surroundings. Experiments have shown that 
audio-visual cues affect human perception in a virtual environment by enhancing 
haptic sense [9]. 

Collaboration. One criterion for measuring gaming experience is the degree of 
immersion. The most effective way of immersing a user is to imitate the reality. Most 
of the real-world games are multi-player games which involve rich human-to-human 
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interaction. In this regard, it is necessary that the multi-player gaming system does not 
obstruct social communication between the players. AR2Hockey is a collaborative 
game that enables two players to push a virtual puck towards each other in a shared 
augmented space [12]. 

Mobility. Most games require users to move around in augmented space in order to 
interact with game entities. Therefore, it is important that a gaming system should not 
restrict mobility of the user. In addition, the system must provide untethered 
interaction with the game environment. It was observed during usability evaluation of 
ARQuake that one reason players enjoyed the game was their ability to move freely 
during game-play [3]. 
 
We found that not many games support all of these features. Especially, mobility and 
force-feedback seem to be mutually exclusive in AR games. Moreover, existing AR 
games fail to exploit human ability of perceiving multi-modal stimuli. We did not find 
any effort that employs cross-modal effects to supplement haptic perception in an AR 
environment. We apply all these ideas to billiARds which is an AR system that, in 
addition to visual and aural augmentation, provides force-feedback [10]. It provides 
unconstrained mobility and employs multi-modal effects for reinforcing haptic 
sensation in AR environment. The force-feedback is enabled by body-worn motors 
using wire-tension mechanism [4], [5]. Two users, carrying their own system, can 
easily interact with virtual balls through tangible AR interface in a collaborative 
environment. 

This paper is organized as follows. Chapter 2 explains the design and 
implementation of Collaborative billiARds system. In chapter 3, we discuss 
experimental results. Finally, conclusions and future work are presented in chapter 4. 

2   Collaborative billiARds 

A user can play billiARds by striking augmented balls with a wooden stick. The 
control flow of the system is described in Fig. 1. Force-feedback is provided on the 
cue when a virtual ball is hit. Simultaneously, collision sound is augmented to  
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Fig. 1. Control flow of billiARds system 
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Fig. 2. System set-up for collaborative billiards 

instigate user’s cognition of billiards dynamics. Visual and audio cues significantly 
supplement user’s haptic perception. Collaborative billiARds system enables two 
players to interact with virtual objects using tangible stick. The system set-up is 
illustrated in Fig. 2. In this chapter, we explain in detail the working of Collaborative 
billiARds system. 

2.1   Tangible AR Interface 

We develop a vision-based Tangible AR Interface for intuitive 3D interaction. We use 
head-mounted camera for 3D tracking of billiard cue so that user’s workspace is not 
confined. User can operate the system while moving around in indoor environment. 
User interacts with game entities which can be virtual or physical object. The physical 
entities are in addition to the tangible cue, and can change the state of game. In the 
following, we explain the vision-based tracking method for tangible objects. 

Tracking. We use single head-mounted camera for tracking billiard cue. For this, we 
attach an AR marker near the tip of the cue. ARToolkit is used to recover 6DOF pose 
of the billiard cue [7]. This gives a 3×4 transformation TCue (illustrated in Fig. 3) 
representing cue’s position and orientation in camera coordinates. 3D position of the 
tip is transformed from cue coordinates to camera coordinates using equation (1). 

cue

Cue

cam

T ×=
Z

Y

X

Z

Y

X
 

(1) 
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Fig. 3. Various coordinate systems 

where [X Y Z]T
cue  and [X Y Z]T

cam  denote position of the tip in cue coordinates and 
camera coordinates, respectively. 

Interaction. We augment virtual table surface and billiard balls on a real table which 
bears multiple markers. The user wears a see-through HMD to view augmented 
objects. User’s head pose (relative to the table) is required for precise augmentation 
and registration. This is determined by tracking multiple AR markers, placed on the 
table, through head-mounted camera. ARToolkit is used for this purpose. It gives us 
the transformation matrix THP (illustrated in Fig. 3). The billiards table is augmented 
such that the virtual world coincides with marker coordinate system. 

For interaction between colored tip and virtual balls, both must be placed in the 
same coordinate system. Tracking gives us location of the tip in camera coordinates. 
3D location of the tip is transformed from camera coordinates to coordinates of 
augmented table using equation (2). 

cam
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HP

vt

T ×=
Z
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Z
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X
 

(2) 

where [X Y Z]T
vt and [X Y Z]T

cam denote position of the tip in virtual table coordinates 
and camera coordinates, respectively. In order to support interaction through wooden 
cue, we must detect collisions between tracked tip of the cue and virtual balls. For 
this, we consider radii and positions of the cue tip and the balls. Therefore, billiARds 
user can only strike the balls with the tip. 

2.2   Audio-Visual Cues 

When a collision between stick and a ball is detected, appropriate visual and aural 
cues are provided to instigate user’s haptic perception. We provide four distinct 
auditory cues which vary in pitch and loudness according to the force of collision. 
The pitch and loudness of audio cues are directly proportional to the force applied by 
user on virtual object. In order to change the perceived pitch of the sound, we vary the 
sampling frequency between 45 kHz (minimum) and 65 kHz (maximum). Loudness 
perceived by the user is varied by changing intensity level of the sound. Generally, a 
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10 dB increase in intensity is perceived by most listeners as a doubling in loudness. 
We vary the intensity between the maximum (supported by the computer) to 20 dB 
less than the maximum. Table 1 shows the cues provided along with their triggering 
events. 

Table 1. Audio Cues 

Event Duration 
When cue strikes a virtual ball. 0.15 
Collision between balls. 0.15 
When a ball is pocketed. 0.37 
When a ball rebounds off a table rail. 0.07 

billiARds Dynamics. The direction and magnitude of the push exerted by the cue on 
virtual ball determines the game dynamics. The magnitude of this force is 
proportional to how fast the cue is moved just before the strike. This is calculated 
from tracking history of the cue. We assume that the push exerted on the virtual ball is 
always directed along orientation of the cue at the time of collision. This is rational in 
billiards game scenario because when user hits a ball, the cue is only moved along its 
length. When the cue strikes a ball, we consider various variables to drive dynamics 
of the billiards table. These include mass and radius of balls, co-efficient of sliding 
friction, and velocities of colliding and deflecting balls. For balls in collision, 
velocities are updated using law of conservation of momentum. We observed that 
vision-based tracking is not accurate enough to determine the precise point on ball 
surface where the cue strikes. So, we make another assumption that the stick always 
strikes at center of the ball (center of mass). This simplifies the simulation because, as 
shown in equation (3), the torque becomes zero when radius and force are parallel, i.e. 
θ=0. Thus, we ignore the angular motion of the ball and only consider translational 
motion. 

0sin ==×= θτ FrFr  (3) 

where τ denotes torque; and r and F are radius and force vectors, respectively. In 
order to support angular motion, i.e. spinning the ball, we need a tracking system with 
higher resolution and accuracy. However, such system might compromise mobility of 
the user or add other constraints to the system. 

Occlusion. Virtual table hides part of the real scene because it is rendered over 
captured image of the scene. This also removes the wooden billiards cue from user’s 
view. In order to enhance user’s gaming experience, the system must deliver 
appropriate occlusion between real and virtual objects. Since we do not have depth 
map of the environment, we rely on a simpler model-based approach to handle 
occlusion. It works well because the only real object we deal with (i.e. billiard cue) 
has simple shape without any minute details. After tracking position and orientation 
of the real cue, we render a tapered cylinder (truncated cone) in a stencil buffer. This  
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Fig. 4. Occlusion between real cue and augmented table 

model is precisely rendered so that its dimensions and pose coincide with those of the 
real cue. When we overlay the virtual table through this stencil buffer, it covers other 
parts of the scene while leaving the wooden cue visible. The result is shown in Fig. 4. 

2.3   Collaboration 

Collaborative billiARds is a multi-player game that supports social interaction 
between two collocated users, each operating a billiARds system. Both users share the 
same augmented space seen through their HMDs. The system supports collaboration 
in two ways, i.e. through physical and virtual objects. When a user strikes the virtual 
cue ball at his turn, the resulting changes in the game state are transmitted to the 
second player using Socket communication. Both users can observe the game 
dynamics during the play. When all the balls come to a stop, the system notifies the 
player who has to strike next. 

In order to keep users involved in the game, we also support collaboration through 
real objects. For this purpose, we slightly modified the rules of the game. In a real 
game, a player loses a turn or the game when a foul is committed. In Collaborative 
billiARds, the opponent can place tangible hurdles on the table as a penalty for a foul. 
Three different hurdles can be used to obstruct the opponent’s strike. Each hurdle has 
an AR marker on top of it. The system automatically determines the placement of 
hurdle by detecting the marker. The updated game state is again transmitted to the 
other player. Shape and dimensions of all supported hurdles are known. When a 
hurdle is placed on table, its model is used to ensure that it is not occluded by the 
virtual table. This step utilizes a stencil buffer for drawing the augmented table. 
Furthermore, when a player sets the virtual balls in motion, the balls are now 
deflected by physical hurdles placed on the table. This involves collision detection 
which is possible because the position and model of hurdles are known. This provides  
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an interesting way of collaboration through physical objects that affect state of the 
game. It enhances awareness of the opponent’s presence and improves social 
interaction between players. 

2.4   Force-Feedback 

Two AC servo motors are mounted around user’s waist. Each motor is attached to the 
billiard cue using a separate string. Using encoder data of motors, we can obtain 
orientation of the cue and position of the tip. While the cue is moving, the direction of 
motion of the tip gives us the direction of force exerted by user on the billiard ball. 
When the wooden cue collides with a virtual ball, a torque control algorithm for 
motors is used to provide force feedback. The force feedback involves producing a 
calculated pull, directed exactly opposite to the force applied by user, at the strings. 
The magnitude of force-feedback is proportional to speed of the cue before the strike. 
The top view of motors arrangement is shown in Fig. 5. 
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Fig. 5. Arrangement of motors for force-feedback 

    With two motors, the system can only provide 2D haptic sense. We observed that 
when a user hits a ball, the cue is almost horizontally placed for most billiard games. 
In such cases, the angle between cue and the table is small and the component of force 
perpendicular to the surface of table is negligible. Exceptions to this fact are advanced 
strokes, such as masse` and pique`, which are played with upright cue to reverse-spin 
the cue-ball. These are strictly experts’ shots and are rarely used by amateurs. So, we 
based our force reflection device on the assumption that force applied to a billiard ball 
is always horizontal. This assumption is rational within our game scenario, and thus, 
we can provide sufficient realism to the user. 

In order to track the tip of the cue based on wire lengths, we solve forward 
kinematics. Considering reference frames {0} and {1}, with their origins at wire-
extraction points, wire lengths L0,L1 can be expressed by equation (4). 

0
1

0
1 STL −=  

0
0 TL =  

(4) 
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where           denotes coordinates of origin of {1} with respect to {0}, and 
T0= [x,y]T represents cue-tip coordinates with respect to {0}. 

Solving equation (4) gives us x and y coordinates of the cue-tip. Unit vectors, u0 
and u1, along the strings can be expressed by equation (5). 
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The calculation of haptic force does not depend on posture of the player. Even 
when a player stoops down to hit a ball, we only need position of cue-tip relative to 
each motor. Since the motors are mounted on a frame around waist, their relative 
position remains constant. We use equation (6) to calculate the tension required in 
wires to exert force f on the cue tip. 

pJupupf T−=+= 1100
 

TuuJ −= ],[ 10
 

(6) 

where p is the vector of wire tensions, and J is Jacobian matrix of the haptic device. 
From equation (6), we can write: 

fJp T=  (7) 

While the cue-tip moves freely in space, wire-tensions may become negative. This 
renders the wire-lengths indeterminable. Therefore, a small force is always applied at 
the cue-tip to ensure that the wire-tensions remain positive. To ensure transparency of 
haptic device, this force must be constant at all locations. Magnitude of this force 
depends on structure of device and user’s feeling. Experimenting with different 
values, we found that 1N is the optimal value to keep wire-tensions always positive 
without compromising transparency of the haptic device. 

3   Experimental Results 

We performed experiments to evaluate the role played by each of five aspects in 
enhancing gaming experience. Each of two players used a notebook computer (carried 
in backpack) with 1.5 GHz processor, NVIDIA GeForce FX5200 graphics accelerator 
[8] and wireless LAN support. The users put on i-glasses SVGA head-mounted 
display with 800×600 pixel resolution [6]. A pair of earplugs was also provided for 
aural feedback. We used camera with video capture resolution of 640×480 pixels and 
shutter speed of 20 frames per second. A table (60 cm high) was set up with seven AR 
Markers; each having dimensions of 8cm×8cm. For experiments, we augmented a 
virtual table over an area of 100 cm × 150 cm. Players carried a 60-cm long wooden 
cue for interaction. Force-feedback was provided with two brushless DC motors fixed 
to a belt around user’s waist. Due to limited number of available motors, only one 
player had the force-feedback device. The motors can provide an output torque of 120 
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mNm. The encoders operate at 540 pulses per revolution and the encoder data can 
track the tip with an accuracy of 2 mm. We mounted a camera on HMD and attached 
an AR Marker of size 5cm × 5cm near the tip of billiard cue. 

We conducted an informal user study during which ten different users (two at a 
time) put on our system and experienced the Collaborative billiARds game by moving 
around the table. Since players were likely to compare Collaborative billiARds with 
the real billiards game, we selected users who hardly ever played real billiards game. 
However, all these users frequently played other computer games. Six different 
experiments were carried out. Table 2 describes the game features provided during 
each setup. In experiment I, the system provided all the five features. So, we used the 
results of experiment I as ground basis for comparison. In rest of the experiments, the 
system supported all but one of the five features. 

Table 2. Experiment Setup 

Features 
Supported→ 

Tangible 
User 
Interface 

Force-
feedback 

Audio-
Visual 
Cues 

Collaboration Mobility 

Experiment I √ √ √ √ √ 
Experiment II × √ √ √ √ 
Experiment III √ × √ √ √ 
Experiment IV √ √ × √ √ 
Experiment V √ √ √ × √ 
Experiment VI √ √ √ √ × 

where √ shows that the feature was provided, and × denotes that the feature was not available 
during that experiment. 
 

Afterwards, each user was given a questionnaire to rate the gaming experience on a 
10-scale (0-9). Only the responses from users with the force-feedback were recorded 
(except in Experiment III). The results of this study are compiled in Table 3. For trials 
done without audio-visual cues, sampling frequency and intensity of audio cues were 
kept constant. Also, parameters for visual cues remained constant irrespective of the 
force applied by user. 

Table 3. User Feedback 

Gaming Experience→ Mean Std. Dev. 
Experiment I 8.6 0.5 
Experiment II 4.5 0.8 
Experiment III 6.6 0.88 
Experiment IV 7.3 0.3 
Experiment V 7.8 0.91 
Experiment VI 4.7 0.67 

 
    During the experiment, we observed that the players enjoyed the game most when 
all the five features were provided. This observation was reinforced by the  
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user-feedback data (Table 3) which exhibited that the system provided best gaming 
experience in Experiment I. Moreover, the results of subsequent experiments showed 
that removing any of the five features resulted in reduced gaming experience. This 
confirms that the five features we identified are indispensable for providing enhanced 
gaming experience in AR games. In this regard, there may exist game features other 
than those listed here. 

4   Conclusions and Future Work 

In this paper, we identify ways to enhance gaming experience in AR environments. 
We confirmed validity of the proposed ideas by applying them to Collaborative 
billiARds. Experiments showed that the users enjoyed the resulting gaming 
experience by collaborating with each other. In the future, we plan to evaluate the 
generality of our findings by applying them to a variety of AR games. In addition, we 
will develop more realistic physics model for generating audio-visual cues. 
Furthermore, we will study in detail the human factors involved in perception of 
multi-modal stimuli that instigates human imagination to perceive the ultimate 
gaming experience. 
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Abstract. An novel stereo vision tracking method is proposed to imple-
ment an interactive Human Computer Interface(HCI). Firstly, a feature
detection method is introduced to accurately obtain the location and ori-
entation of the feature in an efficient way. Secondly, a searching method
is carried out, which uses probability in the time, frequency or color
space to optimize the searching strategy. Then the 3D information is
retrieved by the calibration and triangulation process. Up to 5 degrees
of freedom(DOFs) can be achieved from a single feature, compared with
the other methods, including the coordinates in 3D space and the orien-
tation information. Experiments show that the method is efficient and
robust for the real time game interface.

1 Introduction

Computer vision is a rapid developing area with more and more application re-
quirements. One of the most basic functions is to interact with human. Taking
advantage of convenience and natural interview compared with other advanced
technology such as mechanical or electromagnetic, they are already implemented
on some advanced HCI for special purpose to take the place of or aid the tra-
ditional devices such as mouse. Specially, their interactive capabilities are more
suitable to be fully used on games.

1.1 Previous Works

Many works has been reported to be used in the related areas. Some typical
early works has been introduced by Gavrila and Freeman [1,2].

One of the most important steps of vision interaction is tracking and detec-
tion. Some body features are tracked as camera mouse[3] to help people with
severe disabilities. And recently, eyekeys[4] are used to detect the gaze in real-
time. Many other features are tried such as face, gesture[5], and even the body[8].

� Funded by the National 863 project.
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c© IFIP International Federation for Information Processing 2005
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It has been evaluated[6] that salient features are needed to get better location
accuracy, on the other hand these features are hard to track the irregular human
movement while need more computing to search in a large area. Some correlation
methods[3] are recommended to use under this situation, but the speed is another
obstacle to the method.

The first part of our work is to propose a novel local statistic method to get
an efficient location of the salient features. Combined with multiple cues, such as
motion, color and intensity features, the searching amount are largely reduced
and the feature can be precisely located.

Some related works had been carried out by Zhang[16] and Wu[10], they use
hand as a simple input device. Although many games are using vision based
techniques such as Eyetoy, the use of human movement information is limited.

To get more information of the hand movement, more cameras are needed to
get 3D information. 3D interactive is reported [9] with a graphic point of view,
which shows the requirement of the nature multi-dimensional method. Many
stereo vision based applications are concentrating on the large features, such as
human figure detection[11], to solve the occlusion problems.

Our efforts aimed to get more dimensional information from simple features.
Up to five DOFs can be achieved from the stereo vision. This is very useful to
control the complex object in the game.

The novel feature detection method is introduced in the section 2, an opti-
mized searching method is proposed in the section 3, and the stereo vision with
5 DOFs is proposed in the section 4. Then the experiments are carried out to
show the efficiency and accuracy of the method. At last the paper ends with a
conclusion and some prospects.

2 Feature Detection

As discussed above, some properties are required for interactive games: Firstly
the invariant should be kept under different conditions such as transfer, rotation
and lighting. Secondly, it should be sensitive to the feature difference which helps
to improve the accurate of the feature location[6]. The efficiency is also required
for the real-time game interface.

In this paper we introduce a local moment based feature detection method.
The invariant moments is first introduced as Hu Moments[12], many other
moments[13,14] are proposed to improve the performance.

However, all the moments mentioned above must treat the object as a whole,
which means the model should be rigid and well segmented or featured without
occlusion, this requirement is not always met. Takamatsu[15] tried to use local
moment to recognize the parts of the object as an improvement, but more work
related with local properties is still lacking.

Given the perspective transformation, the light amount from a certain view
point depends on three main factors: the normal of the surface N , the lighting
condition L and the albedo a. So that the image can be derived

I(x, y) = C(a(x, y)N(x, y)L(x, y))
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Where Function C(·) is the integration transform of the camera sensor,
which is always considered as linear integration if the exposure time is
suitable.

From the model of the image above, we can see clearly that the image, which
depend on the lighting condition and camera system, is not uniquely determined
by the feature. It is described by the surface normal N and the albedo a. Fortu-
nately the camera system can be simplified as a linear integration, and the light
condition could be viewed as a combination of many point light sources, which
are also linear both in amount and their distribution. Thus the feature invariant
is formed as follows:

Given a standard featuref̂(x, y) depending only on the object properties, a
real feature image supposed to be effected by a local multiplicative transfor-
mation, which is corresponded with the different contrast, and a linear spaced
additive transform, which is introduced by the lighting conditions.

f(x, y) = k × f̂(x, y) + a + bx + cy

Here we use the common Cartesian moment for simple explanation of the
method.

mp,q =
∫ xd

x0

∫ yd

y0

xpyqf(x, y)dxdy

Where the f(x, y) is the two dimensional function and x0, xd, y0, yd are the border
of the target window to intergraded, and p, q stand for the moment orders.

If the equation below is met,

x0 + xd = 0, y0 + yd = 0

The moment can be simplified largely. To eliminate the effect of the transforma-
tion, let

f̃(x, y) = f(x, y) − m0,0

ka
− m1,0

kb
x − m0,1

kc
y

= k{f̂(x, y) − k−1
a m̂0,0 − k−1

b m̂1,0 − k−1
c m̂0,1}

Where m0,0, m0,1, m1,0 are the moments of f(x, y), and ka, kb, kc are the con-
stants designed to eliminate the first three order of the function f̃(x, y).

Therefore f̃(x, y) is k times of the transformed feature expression of f̂(x, y),
which has been affected by an addictive plane k−1

a m̂0,0 + k−1
b m̂1,0 + k−1

c m̂0,1

depending on the function itself. The parameter k can be any real number even
is negative, which means the contrast is trivial to the shape analysis. Thus
the invariance of the feature f̂(x, y) can be derived by normalize its moments
vectors.

The invariant feature is derived from the invariant image f̃(x, y), which is
expressed with the original image moments.
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upq =
∫ xd

x0

∫ yd

y0

xpyqf̃(x, y)dxdy

= mp,q − m0,0

∫ xd

x0

∫ yd

y0
xpyqdxdy∫ xd

x0

∫ yd

y0
dxdy

−m1,0

∫ xd

x0

∫ yd

y0
xp+1yqdxdy∫ xd

x0

∫ yd

y0
x2dxdy

− m0,1

∫ xd

x0

∫ yd

y0
xpyq+1dxdy∫ xd

x0

∫ yd

y0
y2dxdy

This moment is also a common Cartesian moment but performed on the
retrieved invariant image, thus can be easily normalized and transformed into
the other moments.

Fig. 1. The experiment of finger tip tracking. The left figure is the finger in the complex

background; the right one is the matching result.

One advantage of the moments needed to be addressed is that the direction
of the feature is also available at the same time according to its mass center
offset.

xm =
m1,0

m0,0

ym =
m0,1

m0,0

θ = � (ym − yd + y0

2
, xm − xd + x0

2
)

Some experiments are carried out to search a finger model, the real image
and similarity map are shown in the Fig.1. It can be seen clearly that the feature
is very salient and the location is precise. Also it very efficient that over 10000
target are searched within a second. What’s more, it can be largely improved by
optimize the searching method as next section.

3 Information Aided Searching Strategy

One of the basic problems in stereo vision is about detection and matching.
In this section we design a simple algorithm to detect the moving salient fea-
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Fig. 2. The edge detected of different scales

tures. Combining all the information and optimized by the filters, the complex
matching procedure can be avoid.

Given a serial of images I(x, y, t), to search a feature under some different
scale s the matching procedure are expected to compute in a complexity of
O(x × y × t × s). It’s hard to be implemented in real time.

Fortunately, not all the location are needed to search and most of them are
trivial. We propose a probability based searching strategy to found the most
salient areas.

From the frequent space point of view, the frequency information is highly
correlated with scales, and not all the frequency in the space is valuable, such
as high frequency noise and low frequency lighting conditions.

P (I(x, y, t), x, y) =
∫

s

bf(s) × ker(I(x, y, t), s)ds

Where the function bf(s) is a band pass filter stress the certain frequency ac-
cording to the feature scale searched. And ker(·) is a kernel based derivative
filter, which present the certain frequency information. Here the canny methods
are used to depress the near points so that some lines are selected to search
under different scales(See Fig.2).

Then from the time space point of view, in most cases the interactive sub-
ject are the few only moving object in the image, then the searching area can
be reduced also by the probability of moving points. To avoid the instability
of different image edges caused by noise, the moving probability is calculated
independent with the spacial one. At last, the probability of all the space are
considered together to form a searching path.

P (I(x, y, t), t) =
dI(x, y, t)

dt

4 Multi Dimension of Freedom by Stereo Vision

When the features are detected from both of the cameras, the 3D data and the
feature direction are to be retrieved by triangulation, before which the calibration
should be done first.
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Fig. 3. Image difference and the integrate searching area

Support a feature in the world coordinates xw, yw, zw, are rigid transformed
into the camera coordinates xc, yc, zc by Tr and then perspective transformed
into image space xu, yu by Tp

Xu = TpXc, Xc = TrXw

Xu = TpTrXw = TeXw

Where, Te is the extrinsic parameter of the camera that corresponding with the
world coordinates, which need to be adjusted every time before the game start.

Another intrinsic parameter should not be omit, which will largely distort the
image. Fortunately, for most cameras the intrinsic parameters are not changed
and therefore can be just once and for all. Details of the method and parameters
can refer to Zhang’s[16].

Besides this, some new parameters are adopted to get more dimensional
freedom with single feature. As mentioned above the direction of the feature is
another important information for the object.

Support an object in the world space with the direction Qw, then the pro-
jected direction of the two cameras are Qcl, Qcr respectively with the extrinsic
transforms Tel, Ter

Qcl = TelQw, Qcr = TerQw

Given the extrinsic transforms and 2D vectors, the direction of the object can
be evaluated by the intersect projected planes [17], which presented by the two
angles, α angle with x axis and β angle with y axis.

However the result is not always accurate due to the noise and location result,
an error analysis are made by the experiments. The average errors of the five
parameters are listed below.

It can be seen from the table that not all the parameters are convincing, the
x,y,z parameter are the most reliable variant that can be used as pointer in the

Table 1. Experiment error analysis of each parameters

Feature parameters x y z α β
average error rate% 4.3 5.2 7.7 18.2 20.5
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3D space, or a 2D plane with auxiliary control method such as speed range; The
angle parameter are inaccurate due to the feature direction errors, however, it
is suitable to give the binary direction control information in the game.
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Fig. 4. Finger detection and its track in 3D

5 Experiment

A real-time system are implemented on the PC at 1.7GHz, it’s efficient to track
the finger in the three dimensional space with five DOFs (See Fig.4).

Also a game interface are tested with most accurate 3 DOFs, considering
the requirement of the game control and the robustness. The architecture of the
system is designed as Fig.5, and some sample of the game are showed in the
Fig.6.
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Fig. 5. Stereo vision game interface architecture

Fig. 6. Game played with stereo vision

6 Conclusion

We proposed a new method to track features and up to 5 DOFs can be achieved
from a single feature compared with the others, with is convenient to implement
and to be used. The experiments show it is suitable for the interactive control
of complex games. And more applications are prospected such as 3D mouse, 3D
reconstruction and so on.
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Abstract. Using a virtual world system for GPS-phones, we have developed a 
small RPG-like game to give information to tourists. Comparing with other 
virtual systems for mobile terminals, the cost of our system is much lower 
because only phones on the current market are required but no additional 
devices are needed. The game follows a Japanese famous tale and a player 
plays as the hero. We recruited twenty subjects and they played it 35 minutes in 
average. Through evaluation sessions of the system, we have found that the 
system is highly evaluated as an entertainment system. 

1   Introduction 

Virtual information systems are highly expected for entertainment applications. 
Especially, virtual information services to mobile terminals are actively developed 
and researched. Prototypes developed by such research projects adopted wearable 
terminals [1-4], larger terminals [5], or laptop computers and/or PDA [4, 6-8]. 

However, from a viewpoint of business, these kinds of terminals are not 
appropriate. Since they are relatively costly and heavy, it is difficult to let many 
consumers buy such terminals and walk with them. On the other hand, mobile phones 
have already been widespread to consumers. In Japan, more than ten million mobile 
phones with GPS have been shipped out, but the number of PDA users is very much 
smaller. People usually go out with their mobile phones even if they do not expect 
outdoor virtual information services. 

With these reasons, we believe that mobile phones are the only one candidate as 
terminals to deploy outdoor virtual information services. We have developed a virtual 
information system for mobile phones with GPS [9-11]. The system is based on our 
concept of SpaceTag [12-14]. 

The difference between PDA and phones are not only in the hardware resources 
such as CPU or memory. There are more restrictions on user interfaces of phones, 
including the size of display. Application programming interfaces (API) and 
peripheral devices for phones also give restrictions to programmers. For example, 
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location values from GPS cannot be obtained as frequently as in the cases of PDA or 
laptop PCs. Hence we needed to develop and evaluate a system with mobile phones, 
though there have already been several evaluation results using PDA or laptop PCs by 
other researchers. 

In this paper, we will describe an evaluation of our new application of the virtual 
information system. This application is more sophisticated than before. A user plays a 
scenario of RPG, where the user plays as a hero of a famous tale. Through the game, 
the user will be given information of a sightseeing spot in our city, which encourages 
the user to visit there. 

Evaluation results of the system and application are also given in this paper. We 
can say that it is highly evaluated as an entertainment system and it is useful for 
sightseeing support. 

2   A Virtual World System for Mobile Phones 

Our goal is to develop and deploy a system with which people can experience virtual 
worlds using their mobile phones. Each virtual world has a same geographical 
structure (with respect to latitude and longitude) with the real world. In other words, 
we can create various virtual worlds that have same geographical structure, and they 
can be overlaid onto the real world. We call it the overlaid virtual model (Fig. 1 [12]). 
A user can select and visit one (or even more) virtual world with his/her mobile 
terminal. 

A virtual world consists of virtual architectural objects and virtual creatures. 
Virtual architectural objects are static objects like buildings, houses, and bridges. 
Virtual creatures are dynamic objects that can move or interact with other objects, or 
with users visiting the virtual world. In other words, a virtual creature is an active 
agent that can react to stimuli from the environment and dynamically execute 
methods like uttering words to the user. They can also exchange messages with other 
agents. Sometimes we call virtual creatures just as agents. 

Real World

Virtual World2
(e.g. Historical World)

Virtual World1
(e.g. Fantasy World)overlay

 

Fig. 1. Overlaid Virtual Model 
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From a user with a mobile phone, a virtual world can be seen with a perspective 
view. A far object is drawn as a small image, whereas a closer object is shown as a 
large image. If a face of a virtual creature can be seen from the north side of the 
virtual animal, its back can be seen from its south side. Location of a user can be 
detected by the GPS embedded on the mobile phone. Hence a user can walk in the 
virtual world when he/she walks in the real world. The correspondence between the 
two worlds is based on location. 

We have two versions of the virtual world system: a browser-based version and a 
Brew-based version. 

The browser-based version does not need any special software on a mobile phone. 
Only a built-in browser is used. All the necessary processing for the virtual world 
system is performed at the server side. However, it is a “pull” information system, so 
a user should manually download a new image of the virtual world, whenever he/she 
has moved to a new location. 

On the other hand, the Brew-based version needs special software based on Brew, 
at the terminal side. Brew (http://brew.qualcomm.com/brew/) is a software platform 
for mobile terminals designed by Quallcomm, Inc. With the Brew-based version, the 
graphics is dynamically redrawn [9-10]. It gives more satisfying user interfaces than 
the browser-based version. However, since we had not completed the development of 
a reliable version with Brew before this study, we used the browser-based version. 

Fig. 2 shows the configuration of our virtual city system prototype. It is basically a 
client-server system. Clients are mobile phones on the Japanese market with a  
GPS function (Qualcomm’s gpsOne) and internet accessibility. Terminals we used for 
this study were A5502K, W21S, and W21SA provided by KDDI with “au”  
brand (http://www.au.kddi.com/), but other types of terminals can be used if they 
support GPS. 

In Fig. 2, the server is drawn as one block, but it consists of two computers. Because 
the graphics processing needs computer power, one machine is used only for drawing. 

The server’s main function is to generate a static image of virtual city for each 
user. When a user accesses to the server, location parameters are attached to the 
request message by the gpsOne location server. The virtual city server can then detect 
the location of user by latitude and longitude values (“Convert (Lat, Lon) to Internal 
Parameters” module). These location parameters are converted to the internal 
coordinates, and distance and direction of virtual objects are computed (“Compute 
Distance and Direction” module). They are shown on the user’s display like “a house, 
200m west” for reference. 

The “Compute Distance and Direction” module gives a default direction to the 
“Image Generation” module. A default direction is defined as the direction in which 
the closest object exists. The user can look into another direction by selecting from a 
direction list (its flow is shown as broken arrows). In this case, a user is asked by the 
server about the direction he/she wants to see. The user should select one of the eight 
directions: N, NW, W, SW, S, SE, E, or NE. 

Data of virtual objects are stored as LightWave 3D data files on the server. A 
LightWave file is loaded to an image generation module written by Java using Java3D 
package, and is converted to a 2D image (120 x 120 pixels). An image generation 
process is invoked by the servlet mechanism triggered from the user’s request. By  
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Fig. 2. System Configuration (Browser-based Version) 

adopting a popular tool like LightWave, many people will have chances to take part in 
the activities of authoring virtual city objects. However, we cannot take full advantage 
of LightWave, because complex objects that have many polygons or fine textures 
could not be handled by Java3D and phone terminals. 

In Fig. 2, two images are shown. The upper image is an example of the viewing 
mode. In this case, the generated page in HTML format containing an image of 
scenery is just sent to the user’s terminal. Distance and direction parameters as texts 
are also attached as mentioned above. 

The lower image in Fig. 2 is an example of the conversation mode. A user can 
enter this mode by selecting “conversation” button that is shown along with a virtual 
creature. Conversation of an agent is controlled by the “Agent Controller” module. 
This module uses the Q interpreter to control the conversation. Q is a language 
developed by the Q consortium [15], which is a scenario-description language based 
on the Scheme language. With Q, we can easily define the behavior of agents. A more 
detailed description of the agent control mechanism is given in [11]. 
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3   Entertainment Applications of the Virtual World System 

The virtual world system can be used for various applications [13]. For example, 
providing local public information or advertisement is expected as applications. 
However, while GPS-phones have been shipped more than ten million in Japan, we 
still cannot say almost all people have them. These applications are effective when 
most of the people can access the information services. We consider that the market 
for these kinds of application is immature. 

Entertainment applications, on the other hands, have a considerable market even if 
only some people have GPS-phones. RPG (Role Playing Game) is a typical example 
of such application we can consider. With our system, we can control agents based on 
a scenario. Agents are located and move around in a virtual world that is overlaid onto 
the real world. Game players walk about in the real world, encounter such agents, talk 
with them, and play the scenario seeking the goal. 

Comparing with conventional RPG on game computers or personal computers, 
RPG on our virtual world system has some barriers to play. Players have to walk, 
rather than simply inputting a “move” command or manipulating a joy stick. When it 
is raining, hot, or cold, players would be reluctant to go out. On the other hand, there 
are merits of this style of game. Players have chances to meet other players in the real 
world. They also have chances to discover some real objects (e.g., historic objects, 
curious plants, etc.) while playing a game. Walking is better for health than playing in 
the room. We are expecting potentials of such kind of RPG. 

Sightseeing is one of the practical applications that can be mixed with games. 
While playing a game, players will find interesting points in a sightseeing area. They 
might spend money in the area to take a rest or to buy memorial items or souvenirs. In 
other words, such RPG has some economical effects and is anticipated by the local 
government, shops, and the tourist industry. 

Of course, the system can be used for just showing explanations of sightseeing 
spots to visitors. This kind of usage is also expected. However, from the viewpoint of 
entertainment, we have developed and evaluated an RPG-like sightseeing support 
application. 

4   Evaluation Sessions 

In this section, we introduce an application of the virtual world system with a scenario 
of RPG based on a famous Japanese tale, designed for sightseeing support. We also 
show results of evaluation of the application. 

4.1   Background: Momotaro and Megijima 

The tale of Momotaro is a very well known story in Japan. All Japanese people know 
it. The outline of the tale is as follows. Momotaro was a boy living in a village in 
ancient Japan. His village was very much damaged by Oni (ogres). Momotaro went to 
Onigashima, which means “the ogres’ island” in Japanese, with a dog, a monkey, and 
a pheasant, and exterminated Oni.  
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Fig. 3. Momotaro, Animals, and Oni designed with LightWave 3D 

Today, it is believed that Megijima, which is an island located four kilometers 
north from Takamatsu port, is the Onigashima. In Megijima, there is an artificial cave 
where people believe Oni (ogres) lived. Oni are considered as pirates in ancient Japan. 
With this background, Megijima is one of the recommended sightseeing destinations 
in Takamatsu city. However, since Megijima itself is not as famous as the tale of 
Momotaro and people must take a boat to go to Megijima, the number of visitors is 
not so many. Promotion of Megijima is hence required. 

4.2   Evaluation Settings 

At the beginning of this project, we were planning to build a virtual world on 
Megijima. However, it is more important to encourage tourists to go to Megijima than 
to give virtual experiences in Megijima, since visitors would have nothing to do 
except for sightseeing in Megijima. Hence we have changed the plan to build a virtual 
world on Takamatsu port, where the boat departs and people can see Megijima well. 

We designed Momotaro, a dog, a monkey, a pheasant, and Oni with LightWave 3D 
(Fig. 3). They were placed onto the area of Takamatsu Port as shown in Fig. 4. 
Megijima is at the left of the map. It can be well viewed from the seawall, where the 
Oni was placed virtually. We placed other virtual animals like a bear, a penguin, a 
rabbit, a giraffe, etc. within the experiment area. They could make conversation to 
players and give some information useful to play the game. Eight virtual buildings 
were also placed in the area.  

A virtual Moai statue was also placed. There really is a Moai statue in Megijima, 
which is not well known. We placed the virtual one to give such information to 
players. 

We recruited 21 subjects and asked them to play the game. The sessions were 
conducted from January 15th to 29th, 2005. Since a server trouble occurred for one 
subject, totally 20 sessions were completed. Six of them were male, and fourteen were 
female. They were university students from various faculties.  

Prior to each session, we gave each subject a GPS-phone and explained how to 
operate it. Also we explained each subject that he/she should play as Momotaro, find 
a dog, a monkey, and a pheasant, and defeat Oni in cooperation with the animals. We 
also gave a map to him/her. The map was different from Fig. 4; it does not show 
virtual objects except for a house, where the game started. We also gave each subject 
a compass to find a correct direction. 
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Fig. 4. Map of the Experiments Area (colored objects are virtual) 

   

Fig. 5. Sample Displays (left: top of the screen, right: scroll-downed) 

Fig. 5 shows examples of the screen. The player, Momotaro, was shown at the 
center, from his back. We had adopted this third person view rather than Momotaro’s 
own view, since our previous evaluations had shown it better. A dog, a monkey, and a 
pheasant were displayed behind Momotaro, if they had been already found by the 
player. When the player scrolled down the screen, he/she could find names of virtual 
buildings and virtual creatures, look into arbitrary directions, or talk to virtual 
creatures. 

During the game, we helped a subject only when he/she got lost in the virtual 
world and continued to proceed to an opposite direction from the final destination, the 
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seawall. It took 35 minutes for a subject to play the game, in average. The shortest 
case was 25 minutes, but the longest case was 58 minutes. They walked 1.5km, 
approximately. 

At the final stage of the game, a player should fight a battle with Oni. To win the 
battle, a player had to give right answers to all three quizzes about Megijima given by 
Oni. If the player had conversations with virtual creatures other than a dog, a monkey, 
and a pheasant, the player had been given some hints by those virtual creatures. If the 
player won, Oni declared his defeat, and went back to Megijima. If the player gave 
wrong answers at least to one question, Oni won, made fun of the player, challenged 
the player another battle in Megijima, and returned there. 

After the game, we gave each subject a questionnaire sheet and asked him/her to 
answer. We conducted an interview to get more information from each subject. 

Game and interview scenes are shown in Fig. 6. 

  

Fig. 6. Game (left, center) and Interview (right) Scenes 

4.3   Results and Discussion 

Table 1 lists excerpt results of questionnaire. For each question, score 5 is the highest, 
and 1 is the lowest. A subject could select 1, 2, 3, 4, or 5, for each. 

4.3.1   Evaluation as an Entertainment System 
As the result of first question shows and according to interviews with subjects, we can 
say that this system is highly evaluated as an entertainment system.  

We observed and videotaped one subject who often looked back and watched his 
friend who was also playing the game. At the interview, he said that he enjoyed 
competing with his friend, although we did not say this was a race. This is a typical 
fact of evidence that subjects are entertained. 

We also observed and videotaped that another subject naturally uttered “Kandou...” 
(in Japanese), which meant that she was much impressed, when she found that real 
Megijima was in front of her at the end of the game. 

In the interview, we asked all subjects what aspect of the experience was 
enjoyable. Answers from all subjects included “gaming by walking.” We can say that 
it gave subjects a kind of new experience different from conventional role playing 
games. With all these facts, we can say that this system is successful as an 
entertainment system. 
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Table 1. Result of Questionnaire (N=20) 

Question 
Average Score 

(1:bad ... 5: good) 
Did you enjoy the game? 4.60 
Have you become interested in Megijima after this 
game? 

4.10 

Do you want to visit sightseeing spots introduced in the 
game? 

4.15 

Do you think that sightseeing guides using virtual and 
real worlds like this are effective? 

4.40 

Were you interested in the quiz battle with Oni? 3.90 
Did you feel that you were walking in a virtual world? 3.95 
Did you find some bad effects of GPS errors? 3.40 

4.3.2   Evaluation as a Sightseeing Support System 
Results of the second and third questions in Table 1 show that the subjects were well 
interested in Megijima after the game. From the fourth question we can find that 
subjects generally agreed that this system can be used as sightseeing guides. 

However, we still need further long-time evaluations before concluding that this 
application has some good effects on the tourism industry. Being interested in an 
island and really visiting it are different things. 

Besides the evaluation sessions, we also asked four tourism-promotion staffs of the 
local government to play the game and evaluate it. They very much agreed that this 
was an exciting experience and the application really entertained them. However, they 
expected us to provide more links to real objects from the game scenario. They were 
also afraid that players would be interested in the game itself, not in the sightseeing. 

Providing links to real objects is not so easy because of GPS errors mentioned in 
the next subsection. We should find a well-balanced solution for it. 

4.3.3   Technical Quality 
(a) Reality of Experience 
The result of the fifth question in Table 1 shows that subjects felt in a sense that they 
were walking in a virtual world. The score was not high enough, but it is better than 
our previous experiments [10]. We consider that introduction of the third person view 
(Fig. 5) and other minor refinements contributed to the improvement. Also, an 
exciting scenario of Momotaro may have also contributed to this subjective 
evaluation, comparing with previous evaluation sessions without scenarios. 

(b) GPS Errors 
According to the result of the last question in Table 1, where 5 means that they did 
not feel bad effects and 1 means they felt it most, subjects felt GPS errors to some 
extent. This score is not good, but also better than previous experiments. One reason 
of improvement would be that there are no tall buildings, which make GPS precision 
worse, at Takamatsu Port. However, GPS error is still the most serious problem for 
our system. Techniques to avoid the bad effect of GPS error will be described in 
another paper in very near future. 
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(c) User Interface 
Since all of our subjects were young people, they quickly became accustomed to the 
operation of the game. However, tourists include elder people. Mobile phones are not 
always appropriate for them. It is a difficult problem because adopting other kinds of 
terminal needs additional costs and our goal of the project is to adopt popular 
terminals with GPS. 

The browser-based system architecture was not well evaluated. Subjects needed to 
reload new data from the server, whenever he/she had moved to another location, or 
looked into another direction. Adopting the Brew-based version with a mobile-phone 
with electronic compass will be able to solve this problem.  

(d) System Response 
We received no complaints about the system response from the subjects. It took about 
ten seconds to detect the position using gpsOne. About five additional seconds are 
needed before finishing receiving contents from the server. 

5   Conclusions and Future Work 

In this paper, we have introduced a virtual world system for mobile phones with GPS, 
an RPG-based sightseeing application, and its evaluation. 

According to the formal evaluation by young subjects and informal evaluation by 
local government staffs, we can say that this virtual world system for mobile phones 
with an RPG-like scenario can provide good quality of entertainment. As we designed 
it to minimize the additional costs paid by consumers, this system is much more 
realistic solution than other virtual systems using wearable computers, laptop PCs, or 
PDAs. 

Subjects said that they became interested in Megijima, which is the theme of the 
game and a sightseeing spot to promote. We can expect that it can promote tourism to 
some extent, but more refinement of the system is needed. For example, taking real 
objects into the scenario is expected. This problem should be considered taking GPS 
errors into account. 

The evaluation sessions were conducted with a browser-based version of the 
system. A Brew-based version will be more user-friendly, because users do not need 
to reload data by themselves, and they can find right directions of objects without a 
reference to a compass. To finish the development of a Brew-based version is our 
future work, but good evaluation for the browser-based version suggests that a Brew-
based version be more successful. 

We are planning to another future work, evaluation sessions involving many users 
who have mobile phones compatible to our system. As we have stated, some current 
mobile phones can be used to enjoy our system without any additional devices. We 
will announce our evaluation project to the public so that many users participate in the 
evaluation without our attendance. 

One of the interesting characteristics of our system is the virtual creature. There are 
some games using GPS phones (for example, http://www.mogimogi.com/), but shared 
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autonomous virtual creatures are not supported. We are also developing an authoring 
tool for virtual world, including a script editor to define behaviors of virtual creatures. 
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Abstract. In computer games, tutoring systems are used for two pur-
poses: (1) to introduce a human player to the mechanics of a game, and
(2) to ensure that the computer plays the game at a level of playing
strength that is appropriate for the skills of a novice human player. Re-
garding the second purpose, the issue is not to produce occasionally a
weak move (i.e., a give-away move) so that the human player can win,
but rather to produce not-so-strong moves under the proviso that, on a
balance of probabilities, they should go unnoticed. This paper focuses on
using adaptive game AI to implement a tutoring system for commercial
games.1 We depart from the novel learning technique ‘dynamic script-
ing’ and add three straightforward enhancements to achieve an ‘even
game’, viz. high-fitness penalising, weight clipping, and top culling. Ex-
perimental results indicate that top culling is particularly successful in
creating an even game. Hence, our conclusion is that dynamic scripting
with top culling can implement a successful tutoring system for commer-
cial games.

1 Introduction

In computer games, tutoring systems are used for two purposes: (1) to introduce
a human player to the mechanics of a game, and (2) to ensure that the computer
plays the game at a level of playing strength that is appropriate for the skills of a
novice human player. In our view, an ‘appropriate’ playing strength entails that
the computer manages to play an ‘even game’ against the human player, i.e., a
game where both players have an equal chance to win. Of course, winning a game
is not a matter of chance, but a matter of applying strategies, and strategies are
to be chosen at will by the players involved. To ensure that the game remains
interesting, the issue is not for the computer to produce occasionally a weak move
(i.e., a give-away move) so that the human player can win, but rather to produce
not-so-strong moves under the proviso that, on a balance of probabilities, they
should go unnoticed [1]. We refer to the automatic adaptation of the computer’s
playing strength to the skills of the human player as ‘difficulty scaling’. Our
present research investigates the second purpose of tutoring systems, i.e., the

1 All software discussed in this paper can be downloaded from the first author’s web-
site: http://www.cs.unimaas.nl/p.spronck

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 389–400, 2005.
c© IFIP International Federation for Information Processing 2005



390 P. Spronck and J. van den Herik

scaling of a game’s difficulty level so that the computer plays an even game
against even a novice human player. Our focus is on commercial games.

Especially for complex commercial games, such as Computer RolePlaying
Games (CRPGs) and strategy games, where for every move the human player
can choose between hundreds of different actions, tutoring systems are a neces-
sity. When available, a tutoring system usually consists of two parts: (1) one or
more ‘introductory levels’, to make the human player familiar with the game’s
mechanics, and (2) a ‘difficulty setting’, a discrete value that allows the human
player to determine at what level of difficulty the game will be played. While
the state of the art for introductory levels is of high quality, the difficulty setting
commonly has some seriously challenging issues.

We indicate three different issues with the difficulty setting in games. First,
the setting is coarse, with the player having a choice between only a limited
number of difficulty levels (usually three or four). Second, the setting is player-
selected, with the player unable to assess which difficulty level is appropriate for
his skills. Third, the setting has a limited scope, (in general) only affecting the
computer-controlled opponents’ strength, and not their strategies. Consequently,
even on a ‘high’ difficulty setting, the opponents exhibit similar behaviour as on
a ‘low’ difficulty setting, despite their greater strength.

We propose to alleviate the three issues mentioned above by replacing the
‘difficulty setting’ with a tutoring system consisting of adaptive game AI and
an adequate difficulty-scaling mechanism. Adaptive game AI changes the com-
puter’s strategies to the way a game is played. As such, (1) it makes changes in
small steps (i.e., it is not coarse), (2) it makes changes automatically (i.e., it is
not player-selected), and (3) it affects the computer’s strategies (i.e., it does not
have a limited scope). With difficulty scaling, the changes made by the adaptive
game AI can be tuned to the human player’s skills, effectively enticing an even
game at all times. We demonstrate the viability of our proposal by enhancing the
online adaptive game AI technique ‘dynamic scripting’ with difficulty-scaling en-
hancements, and empirically validating the effectiveness of the resulting tutoring
system in a simulated CRPG.

The outline of the remainder of the paper is as follows. Section 2 provides
background information on tutoring systems and adaptive game AI. Section 3
describes dynamic scripting. Section 4 deals with three difficulty-scaling enhance-
ments to dynamic scripting. Section 5 presents the experimental results obtained
from applying dynamic scripting with difficulty scaling in a simulated CRPG.
Section 6 discusses the results. In Section 7, the paper concludes and points at
future work.

2 Tutoring Systems and Adaptive Game AI

In analytical computer games, an interesting domain of research is online adapt-
ing strategies, i.e., strategies that adapt and learn automatically (unsupervised)
while the game is being played. The application areas are (1) learning from the
computer (i.e., tutoring systems), (2) teaching the computer, and (3) provid-
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ing human players with sufficient entertainment that they enjoy the game. For
commercial games, ‘online adapting strategies’ are generally referred to as ‘adap-
tive game AI’. We believe that adaptive game AI is a prerequisite for successful
commercial games [2].

In the domain of analytical two-player games such as Shogi, Chess, and
Checkers we have seen many learning systems, but not so many online learning
systems (apart from opening books). There is an interesting branch of
opponent-model search [3] that might suit our research aim; however, in general
opponent-modelling techniques are applied offline. Early ideas on tutoring strate-
gies in game-tree search can be ascribed to Iida, Handa, and Uiterwijk [1], with
their introduction of loss-oriented search (LO search), that is used to produce an
even game. Iida et al. [1] acknowledged that their model is possibly too detailed to
be realistic, and rather naively replaced the stochastic quality by a numerical value.
Yet, the first ideas are there, even though they are based on an idealised opponent.

For analytical games, tutoring systems are based on adding adaptive game AI
in minimax search and opponent-model search. So far, most commercial games
do not rely on such advanced AI techniques [4]. Consequently, there is only a
small basis in the game AI of commercial games to apply our ideas of difficulty
scaling to.

The implementation of online adaptive game AI is widely disregarded by
commercial game developers [4,5], even though it has been shown to be feasible
for simple games [6]. Recently, Spronck, Sprinkhuizen-Kuyper, and Postma [2]
introduced a set of four computational requirements for online adaptive game
AI to be successful in commercial games. The four requirements are (1) speed,
(2) effectiveness, (3) robustness, and (4) efficiency. Moreover, Spronck et al.
[2] developed an online learning technique that meets the four requirements,
called ‘dynamic scripting’. Dynamic scripting is a straightforward technique,
but nevertheless the first of its kind. It supports online adaptive game AI in an
intuitive way. Dynamic scripting is the basis for our enhancements to incorporate
difficulty scaling in commercial games.

3 Dynamic Scripting

In this section we present dynamic scripting as a technique that is designed for
the implementation of online adaptive game AI in commercial games (hence-
forth called ‘games’). Those interested in a more detailed exposition of dynamic
scripting are referred to [2].

Dynamic scripting is an unsupervised online learning technique for games. It
maintains several rulebases, one for each opponent type in the game. The rules
in the rulebases are manually designed using domain-specific knowledge. Every
time a new opponent of a particular type is generated, the rules that comprise
the script controlling the opponent are extracted from the corresponding rule-
base. The probability that a rule is selected for a script is proportional to the
weight value that is associated with the rule. The rulebase adapts by changing
the weight values to reflect the success or failure rate of the associated rules in
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Fig. 1. Dynamic scripting

scripts. A priority mechanism can be used to let certain rules take precedence
over other rules. The dynamic scripting process is illustrated in Figure 1 in the
context of a game.

The learning mechanism of dynamic scripting is inspired by reinforcement-
learning techniques [7,8]. ‘Regular’ reinforcement learning techniques, such as
TD-learning, in general need large amounts of trials, and thus do not meet
the requirement of efficiency [9,10]. Reinforcement learning may be suitable for
online learning of game AI when the trials occur in a short time-span. Such
may be the case on an operational level of intelligence, as in, for instance, the
work by Graepel, Herbrich, and Gold [11], where fight movements in a fighting
game are learned. However, for the learning on a tactical or strategic level of
intelligence, a trial consists of observing the performance of a tactic over a fairly
long period of time. Therefore, for the online learning of tactics in a game,
reinforcement learning will take too long to be particularly suitable. In contrast,
dynamic scripting has been designed to learn from a few trails only.

For the rules, weight values are bounded by a range [Wmin, Wmax]. The size
of the weight changes depends on how well, or how badly, a team member be-
haved during the encounter. It is determined by a fitness function that rates a
team member’s performance as a number in the range [0, 1]. The fitness func-
tion is composed of four indicators of playing strength, namely (1) whether the
member’s team won or lost, (2) whether the member died or survived, (3) the
member’s remaining health, and (4) the amount of damage done to the member’s
enemies. The new weight value is calculated as W + �W , where W is the origi-
nal weight value, and the weight adjustment �W is expressed by the following
equation:

�W =

⎧⎪⎨
⎪⎩

−�Pmax
b − F

b
� {F < b}

�Rmax
F − b

1 − b
� {F ≥ b}

(1)
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In Equation 1, Rmax ∈ N and Pmax ∈ N are the maximum reward and maximum
penalty respectively, F is the agent fitness, and b ∈ 〈0, 1〉 is the break-even value.
At the break-even point the weights remain unchanged.

4 Difficulty Scaling

This section describes how dynamic scripting can be used to create new opponent
strategies while scaling the difficulty level of the game AI to the experience level
of the human player. Specifically, it describes three different enhancements to
the dynamic scripting technique that let opponents learn how to play an even
game, namely (1) high-fitness penalising in Subsection 4.1, (2) weight clipping in
Subsection 4.2, and (3) top culling in Subsection 4.3. These enhancements have
been discussed before by Spronck, Sprinkhuizen-Kuyper, and Postma [12].

4.1 High-Fitness Penalising

The weight adjustment expressed in Equation 1 gives rewards proportional to
the fitness value: the higher the fitness, the higher the reward. To elicit mediocre
instead of superior behaviour, the weight adjustment can be changed to give
highest rewards to mediocre fitness values, and lower rewards or even penalties to
high fitness values. With high-fitness penalising weight adjustment is expressed
by Equation 1, where F is replaced by F ′ defined as follows.

F ′ =

⎧⎪⎨
⎪⎩

F

p
{F ≤ p}

1 − F

p
{F > p}

(2)

In Equation 2, F is the calculated fitness value, and p ∈ [0.5, 1], p > b, is the
reward-peak value, i.e., the fitness value that should get the highest reward. The
higher the value of p, the more effective opponent behaviour will be. Figure 2
illustrates the weight adjustment as a function of the original fitness (left) and the
high-fitness-penalising fitness (right), with the mapping of F to F ′ in between.
Angles α and β are equal.

Since the optimal value for p depends on the strategy that the human player
uses, we decided to let the value of p adapt to the perceived difficulty level of
a game, as follows. Initially p starts at a value pinit. After every fight that is
lost by the computer, p is increased by a small amount pinc, up to a predefined
maximum pmax. After every fight that is won by the computer, p is decreased
by a small amount pdec, down to a predefined minimum pmin.

4.2 Weight Clipping

During the weight updates, the maximum weight value Wmax determines the
maximum level of optimisation that a learned strategy can achieve. A high value
for Wmax allows the weights to grow to large values, so that after a while the
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Fig. 2. Comparison of the original weight-adjustment formula (left) and the high-

fitness-penalising weight-adjustment formula (right), by plotting the weight adjust-

ments as a function of the fitness value F . The middle graph displays the relation

between F and F ′.

Fig. 3. Weight clipping and top culling process and parameters

most effective rules will almost always be selected. This will result in scripts that
are close to a presumed optimum. A low value for Wmax restricts weights in their
growth. This enforces a high diversity in generated scripts, most of which will
not be that good.

Weight clipping automatically changes the value of Wmax, with the intent
to enforce an even game. It aims at having a low value for Wmax when the
computer wins often, and a high value for Wmax when the computer loses often.
The implementation is as follows. After the computer won a fight, Wmax is
decreased by Wdec per cent (with a lower limit equal to the initial weight value
Winit). After the computer lost a fight, Wmax is increased by Winc per cent.

Figure 3 illustrates the weight-clipping process and the associated parame-
ters. The shaded bars denote weight values for arbitrary rules on the horizon-
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tal axis. Before the weight adjustment, Wmax changes by Winc or Wdec per
cent, depending on the outcome of the fight. After the weight adjustment, in
Figure 3 the weight value for rule 4 is too low, and will be increased to Wmin

(arrow ‘a’), while the weight value for rule 2 is too high, and will be decreased
to Wmax (arrow ‘b’).

4.3 Top Culling

Top culling is quite similar to weight clipping. It employs the same adapta-
tion mechanism for the value of Wmax. The difference is that top culling al-
lows weights to grow beyond the value of Wmax. However, rules with a weight
greater than Wmax will not be selected for a generated script. Consequently,
when the computer-controlled opponents win often, the most effective rules will
have weights that exceed Wmax, and cannot be selected, and thus the opponents
will use relatively weak strategies. Alternatively, when the computer-controlled
opponents lose often, rules with high weights will be selectable, and the oppo-
nents will use relatively strong strategies.

In Figure 3, contrary to weight clipping, top culling will leave the value of
rule 2 unchanged (the action represented by arrow ‘b’ will not be performed).
However, rule 2 will be unavailable for selection, because its value exceeds Wmax.

5 Experimental Results

To evaluate the effect of the three difficulty-scaling enhancements to dynamic
scripting, we employed a simulation of an encounter of two teams in a complex
Computer RolePlaying Game (CRPG), closely resembling the popular Baldur’s
Gate games. We used this environment in earlier research to demonstrate the
efficiency of dynamic scripting [2]. Our evaluation experiments aimed at assessing
the performance of a team controlled by the dynamic scripting technique using
a difficulty-scaling enhancement, against a team controlled by static scripts.
If the difficulty-scaling enhancements work as intended, dynamic scripting will
balance the game so that the number of wins of the dynamic team is roughly
equal to the number of losses. In the simulation, we pitted the dynamic team
against a static team that uses one of five, manually designed, basic strategies
(named ‘offensive’, ‘disabling’, ‘cursing’, ‘defensive’, and ‘novice’), or one of three
composite strategies (named ‘random team’, ‘random agent’ and ‘consecutive’).

Of the eight static team’s strategies the most interesting in the present con-
text is the ‘novice’ strategy. This strategy resembles the playing style of a novice
Baldur’s Gate player (for whom a tutoring system is most needed). While
the ‘novice’ strategy normally will not be defeated by arbitrarily picking rules
from the rulebase, many different strategies exist that can be employed to defeat
it, which the dynamic team will quickly discover. Without difficulty-scaling, the
dynamic team’s number of wins will greatly exceed its losses.

In our experiments we initialised Wmax =2000. We set Winit =100, Wmin =0,
Winc = Wdec = 10%, pinit = 0.7, pmin = 0.65, pmax = 0.75, pinc = pdec = 0.01,
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Rmax =Pmax =100, and b=0.3. We employed the same fitness function as in pre-
vious research [2], and dynamic scripting with fitness-propagation fallback [13].

For each of the static strategies, we ran 100 tests in which dynamic script-
ing was enhanced with each of the three difficulty-scaling enhancements, and,
for comparison, also without difficulty-scaling enhancements (‘plain’). Each test
consisted of a sequence of 150 encounters between the dynamic team and the
static team. Because in each of the tests the dynamic scripting process starts
with a rulebase with all weights equal, the first 50 encounters were used for find-
ing a balance of well-performing weights (in an actual game, weights would be
biased to prefer the best rules from the start, so this ‘training period’ would not
be needed). We recorded the number of wins of the dynamic team for the last
100 encounters. The results of these tests are displayed in Table 1. Histograms
for the tests with the ‘novice’ strategy are displayed in Figure 4. The length of
each bar in the histograms indicates the number of tests that resulted in the
number of wins (out of 100) that is displayed on the horizontal axis.

To be recognised as an even game, we decided that the average number of
wins over all tests must be close to 50. To take into account random fluctuations,
in this context “close to 50” means “within the range [45,55]”. In Table 1, all
cell values indicating an even game are marked in bold font. From Table 1 the
following four results can be derived.

First, dynamic scripting used without a difficulty-scaling enhancement results
in wins significantly exceeding losses for all strategies except for the ‘consecutive’

Fig. 4. Histograms of 100 tests of the achieved number of wins in 100 fights, against

the ‘novice’ strategy
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Table 1. Experimental results of testing the difficulty-scaling enhancements to dy-

namic scripting on eight different strategies, averaged over 100 tests. The results

achieved against the ‘novice’ strategy (marked with an asterisk) are detailed in the

histograms in Figure 4.

High-Fitness Weight Top
Plain

Penalising Clipping Culling

Strategy Average St.Dev. Average St.Dev. Average St.Dev. Average St.Dev.

Offensive 61.2 16.4 46.0 15.1 50.6 9.4 46.3 7.5

Disabling 86.3 10.4 56.6 8.8 67.8 4.5 52.2 3.9

Cursing 56.2 11.7 42.8 9.9 48.4 6.9 46.4 5.6

Defensive 66.1 11.9 39.7 8.2 52.7 4.2 49.2 3.6

Novice* 75.1 13.3 54.2 13.3 53.0 5.4 49.8 3.4

Random team 55.8 11.3 37.7 6.5 50.0 6.9 47.4 5.1

Random agent 58.8 9.7 44.0 8.6 51.8 5.9 48.8 4.1

Consecutive 51.1 11.8 34.4 8.8 48.7 7.7 45.0 7.3

strategy (with a reliability > 99.9% [14]). The ‘consecutive’ strategy is the most
difficult strategy to defeat [2]. Note that the fact that, on average, dynamic
scripting plays an even game against the ‘consecutive’ strategy even without
difficulty scaling, is not because it is unable to consistently defeat this strategy,
but because dynamic scripting continues learning after it has reached a local
optimum. Therefore, it can “forget” what it previously learned, especially against
an superior strategy like the ‘consecutive’ strategy.

Second, high-fitness penalising performs considerablyworse than the other two
enhancements. It cannot achieve an even game against six of the eight strategies.

Third, weight clipping is successful in enforcing an even game against seven
out of eight strategies. It does not succeed against the ‘disabling’ strategy. This
is caused by the fact that the ‘disabling’ strategy is so easy to defeat, that even a
rulebase with all weights equal will, on average, generate a script that defeats this
strategy. Weight clipping can never generate a rulebase worse than “all weights
equal”.

Fourth, top culling is successful in enforcing an even game against all eight
strategies.

From the histograms in Figure 4 we derive the following result. While all
three difficulty-scaling enhancements manage to, on average, enforce an even
game against the ‘novice’ strategy, the number of wins in each of the tests is
much more “spread out” for the high-fitness-penalising enhancement than for
the other two enhancements. This indicates that the high-fitness penalising re-
sults in a higher variance of the distribution of won games than the other two
enhancements. The top-culling enhancement seems to yield the lowest variance.
This is confirmed by an approximate randomisation test [14], which shows that
against the ‘novice’ strategy, the variance achieved with top culling is signifi-
cantly lower than with the other two enhancements (reliability > 99.9%). We
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observed similar distributions of won games against the other strategies, except
that against some of the stronger strategies a few exceptional outliers occurred
with a significantly lower number of won games. The rare outliers were caused
by dynamic scripting occasionally needing more than the first 50 encounters to
find well-performing weights against a strong static strategy.

6 Discussion

Of the three different difficulty-scaling enhancements we conclude the top-culling
enhancement to be the best choice. It has the following three advantages: (1) it
yields results with a very low variance, (2) it is easily implemented, and (3) of
the three enhancements, it is the only one that manages to force an even game
against inferior strategies, which is of crucial importance for tutoring systems.

We further validated the results achieved with top culling, by implementing
dynamic scripting with the top-culling enhancement in a state-of-the-art com-
puter game, Neverwinter Nights (version 1.61). We tested it against the
game AI implemented by the game developers, with the same experimental pro-
cedure as used in the simulation environment. Ten tests without difficulty scaling
resulted in an average number of wins of 79.4 out of 100, with a standard devi-
ation of 12.7. Ten tests with the top-culling enhancement resulted in an average
number of wins of 49.8 out of 100, with a standard deviation of 3.4. Therefore,
our simulation results are supported by the Neverwinter Nights tests.

Obviously, the worst difficulty-scaling enhancement we tested is high-fitness
penalising. In an attempt to improve high-fitness penalising, we performed some
tests with different ranges and adaptation values for the reward-peak value p,
but these worsened the results. However, we cannot rule out the possibility that
with a different fitness function high-fitness penalising will give better results.

An additional possibility with weight clipping and top culling is that they can
be used to set a desired win-loss ratio, simply by changing the rates with which
the value of Wmax fluctuates. For instance, by using top culling with Wdec=30%
instead of 10%, leaving all other parameters the same, after 100 tests against the
‘novice’ strategy, we derived an average number of wins of 35.0 with a standard
deviation of 5.6.

In previous research we concluded that dynamic scripting is suitable to be
applied in real commercial games to improve strategies automatically [13]. With
a difficulty-scaling enhancement, dynamic scripting becomes a tutoring system
for novice players, improving its usefulness significantly.

7 Conclusions and Future Work

In this paper we proposed to implement a tutoring system for commercial games
by enhancing online adaptive game AI with difficulty scaling. We demonstrated
the viability of our proposal by testing three different enhancements to the on-
line adaptive game AI technique ‘dynamic scripting’ that allow scaling of the
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difficulty level of game AI. These three enhancements are (1) high-fitness pe-
nalising, (2) weight clipping, and (3) top culling. Of the three difficulty-scaling
enhancements tested, top culling gave the best results. We also discovered that
both weight clipping and top culling, besides forcing an even game, can be used
to set a different win-loss ratio, by tuning a single parameter. We conclude that
dynamic scripting, using top culling, can be used as a tutoring system for com-
mercial games.

In future work, we intend to apply dynamic scripting, including difficulty
scaling, in other game types than CRPGs. We will also investigate whether offline
machine learning techniques can be used to “invent” completely new rules for
the dynamic scripting rulebase. First results for this research are reported by
Ponsen and Spronck [15]. Finally, we will aim to investigate the effectiveness
of the proposed tutoring system in games played against actual human players.
While such a study requires many subjects and a careful experimental design,
the game-play experiences of human players are important to convince game
developers to adopt the proposed tutoring system in their games.
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Abstract. This paper presents an attempt at ‘non-verbal mapping’ between mu-
sic and images. We use physical parameters of key, height and timbre as sound, 
and hue, brightness and chroma as color, to clarify their direct correspondence. 
First we derive a mapping rule between sound and color from those with such 
special abilities as ‘colored hearing’. Next we apply the mapping to everyday 
people using a paired comparison test and key identification training, and we 
find similar phenomena to colored hearing among everyday people. The ex-
perimental result shows a possibility that they also have potential of ability of 
sound and color mapping. 

1   Introduction 

Musical pieces and pictures, upon their production, are often used to supplement each 
other to enhance the impression they give. For instance music is attached to pictures 
that matches its image or vice versa [1]. If it were possible to find which elements of 
the parameters contained in music and pictures produce such effects, it would serve as 
a clue in making ‘hearing pictures and seeing music’ possible. This in turn would 
enable the possibility of use in the creation of support systems for multimedia applica-
tions such as web pages. 

So far in the field of affective computing, the affective correlation between the 
same or different sorts of media such as image and music has been mostly intervened 
by adjective words. This study approaches ‘non-verbal mapping’ as shown Fig. 1, that 
is to say, to clarify what kind of direct and affective correlation or mapping can be 
found between the mutual physical parameters of pictures and music. 

As seen in such musical pieces titled ‘Pastoral’ or ‘Planet’, in many cases compos-
ers compose their work based on visual images. Also some performers use colors to 
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express the image of the music in their performances. Particularly, when performing 
in an ensemble with many kinds of musical instrument, such as orchestras, many 
people attending the performance feel color sensations within the harmony of the 
instruments. 

Further, in the field of musical psychology and cognitive science, there is a phe-
nomenon referred to as synesthesia, which is the remarkable experience of cross-
sensory perception where the stimulation of one sensory modality consistently causes 
sensations in one or more other senses. One type of synesthesia is ‘colored hearing’. 
People with colored hearing can call to their minds a specific color when hearing an 
instrument’s timbre or musical scale [2]. It has been reported that performers with a 
sense of absolute pitch have the common feature of this colored hearing [3]. The color 
sensation seen in colored hearing is not a phenomenon common to all those with 
absolute pitch. Some people see it as attributable to the recollection of experience or 
individual sensitivity [4]. 

Based on these studies, first of all, we will define ‘color’ in images and ‘key, tim-
bre and height’ in music as physical parameters, in an attempt to clarify the corre-
spondence when these are changed. This study will not focus particularly on the cor-
respondences that apply to only those with such special abilities as colored hearing 
(the colored hearing group) but on clarifying the correspondence that apply to every-
day people (the general group) with no special abilities such as absolute pitch or col-
ored hearing. When conducting this study, we performed an experiment based on the 
following idea. The colored hearing group were not regarded as a group with com-
pletely different abilities as compared with the general group but as a group with 
sharply developed abilities of part of the senses that the general group have. In other 
words the colored hearing group can present a correspondence between sound and 
color actively while the general group, despite possessing the same kind of sense, may 
not be able to present it actively but can judge the superiority or inferiority in the 
correspondence of sound and color, given that they receive some kind of assistance. 

First of all, we conducted a parameter mapping derivation experiment between a 
given color and given sound on the general group. In this experiment, no correspon-
dence could be derived. Then the same experiment was conducted on the colored 
hearing group in an effort to derive a mapping. Next, we verified whether this map-
ping was acceptable or not to the general group using a method based on a paired 
comparison test and key identification training.  

 
 
 

 
 
 
 
 
 
 

Fig. 1. Non-verbal mapping between music and pictures 
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2   Mapping Derivation Experiment 

The object was to derive what kind of non-verbal mapping exists in the sound and 
color parameters from the colored hearing group and the general group. 

2.1   Selection of Color and Sound Parameters  

Color parameters: For color parameters, lightness, saturation, hue and tone in addi-
tion to the complex concept of lightness and saturation in the PCCS (Practical Color 
Co-ordinate System) system designed by the Japan Color Research Institute were 
used.  
Sound parameters: Key, timbre and height were used as sound parameters in the 
experiment. 
Key: The rising scales that start from each white piano key were used. The scales 
consist of fourteen types of C major to B major and C minor to B minor.  
Timbre: There are various possible factors that affect the impression of timbre such 
as the power envelope. In this study, to make things simple, we focused our attention 
on the difference in the higher harmonic wave structure.  

The timbres provided are as follows:  

− Sine wave (SW): Pure sound that does not contain a higher harmonic wave. 
− Harmonic series 1, harmonic series 2 (H1, H2): H1 means a higher harmonic 

wave component which is an integral multiple of a fundamental frequency added 
to a five-fold sound, and IM2, to a ten-fold sound.  

− Odd harmonic series 1, odd harmonic series 2 (OH1, OH2): OH1 means a higher 
harmonic wave component which is an uneven number of multiples of a funda-
mental frequency added to a five-fold sound, and OH2, to an eleven-fold sound.  

− Even harmonic series 1, even harmonic series 2 (EH1, EH2): EH1 means a 
higher harmonic wave component which is an even number of multiples of a 
fundamental frequency added to a five-fold sound, and EH2, to an eleven-fold 
sound.  

Height: A rising scale of D major starting from height D0, D2 and D4 in the same 
timbre was used.  

2.2   Experiment Procedure 

From the parameters selected as in 2.1, the sound parameters the subjects listen to 
were changed in various ways to see how which sound corresponds to what color. 

The following 3 types of experiment were conducted on subjects.  

Mapping of key and color: Piano timbre sound samples of major and minor scales 
were given to the subjects randomly. Then they selected a color closest to the sample 
image. The color selection method is described afterwards.  
Mapping of timbre and color: Eight types of timbre samples outlined in 2.1 were 
given randomly. The subjects selected a color close to the sample images. Sounds 
were given in non-scale sound order to prevent subjects from feeling key images. 
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Mapping of height and color: A D major scale starting with D0, D2 and D4 were 
given in both pure sound and piano sounds randomly to the subjects to select a color. 

The experiments were conducted using the following procedure; 

1. A pccs color chart was provided so that it could be glanced through.  
2. This chart was shown to the subjects and they memorized where the colors 

were located.  
3. A sound sample was given with the color chart invisible. 
4. The subject imagined the color in their mind that was close to the sound sam-

ple just heard. A time limit of 10 seconds was set to allow intuitive imaging. 
5. The color chart was then shown to the subject to select the color close to the 

image in mind. From the same reason the time limit was 10 seconds.  

2.3   Experimental Result (Colored Hearing Group) 

Four females aged 23 to 25 with colored hearing were selected as subjects. The ex-
periment using the procedure as in 2.2 was conducted on the colored hearing group. 

Mapping of key and color. Table 1 shows the mapping result of key and color. The 
codes in the diagram indicate the number of the color and the tone symbol defined in 
the pccs colorimetric system. 

Let’s take subject A as an example. We can see that she selected white as C major, 
light blue as D major, green as E major, yellowish green as F major, blue as G major, 
orange as A major and dark blue as B major. In this way the colored hearing group 
shows a correspondence between each key and hue. However, there is no similarity in 
the correlation since all four people selected different hues for the same key. Also, in 
order to confirm individual repeatability, we performed the same test 3 months later, 
and 3 out of 4 people gave the same answers. Thus it was confirmed that although 
there is no common feature in this mapping, there is individual repeatability. 

Mapping of timbre and color. The mapping result of timbre and sound showed no 
similarity of hue, with subject A giving off-neutral, B and D grey and C navy blue for 
the sine wave. Fig. 2 shows the change in the lightness and saturation of selected 
colors according to each timbre for scale sounds. 

Table 1. Mapping Results of Key/Timbre and Color 

 
 
 
 
 
 
 
 

 
 
 
 

 subject A subject B subject C subject D 
C major w [ W ] lt18 [ B ] p18 [ B ] b8 [ Y ]
D major lt18 [ B ] sf22 [ P ] lt8 [ Y ] dp12 [ G ]
E major v12 [ G ] g8 [ Y ] sf4 [ O ] p20 [ V ]
F major v10 [ YG ] g10 [ YG ] sf10 [ YG ] lt18 [ B ]
G major b18 [ B ] dp8 [ Y ] d2 [ R ] b6 [ O ]
A major v4 [ O ] ltg6 [ O ] offN-2 [ W ] b16 [ B ]
B major dp18 [ B ] ltg6 [ O ] offN-6 [ W ] ltg14 [ BG ]
C minor dp24 [ RP ] p18 [ B ] d22 [ P ] sf24 [ RP ]
D minor Gy7 [ gray ] g4 [ O ] dk8 [ Y ] d8 [ Y ]
E minor dp14 [ BG ] sf6 [ O ] b4 [ O ] sf12 [ G ]
F minor d6 [ O ] d16 [ B ] dk12 [ G ] ltg22 [ P ]
G minor lt20 [ V ] p22 [ P ] offN-14 [ O ] ltg18 [ B ]
A minor v2 [ R ] dk8 [ Y ] sf22 [ P ] d8 [ Y ]
B minor v22 [ P ] ltg10 [ YG ] offN-6 [ W ] ltg14 [ BG ]
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Fig. 2. The change in tone of colors according to each timbre for scale sounds 

 
 
 
 
 
 
 
 

 

Fig. 3. The change in tone of colors when the height was changed 

With Fig. 2a as an example, we will describe how to observe the graph. Fig. 2a 
shows the timbre of the integral multiple and the change in the lightness and satura-
tion of the selected color. Two arrows for each subject show the change in the se-
lected lightness and saturation when the timbre was changed SW -> H1 -> H2. In the 
diagram, the lightness increases in the upward direction and the saturation increases in 
the rightward direction. On the whole, it is seen that about 83% of arrows are directed 
downward and about 71% to the right. From this it can be said that, irrespective of the 
timbre type, the more higher harmonic wave components are contained, the higher the 
tendency of selecting colors of lower lightness and higher saturation.  

Moreover, in spite of there being no similarity in the hues chosen by the 4 subjects, 
a tendency to select colors of similar hue for sound samples of the same key whatever 
the timbre was seen in each subject. Taking C major for example, subject C selected 
p18 (as piano, H1, H2, OH1, OH2 and EH1), b18 (SW) and lt18 (EH2). All these 
belong to blue, and correspond to the color which they selected in the mapping ex-
periment of key and color. Therefore it is considered that the key image comes before 
the timbre image in colored hearing. 

Mapping of height and color. As for the relation between hue and height, subject A 
gave blue green, B purple and C and D yellow, showing no similarity. The change in 
the lightness and saturation of the selected colors when the height was changed from 
D0 -> D2 -> D4 is shown in Fig. 3. Taking subject A as an example, in the case of the 
piano, when it is changed from D0 -> D2 -> D4, colors that increase in lightness are 
selected such as sf -> lt -> p. In the case of a sine wave, colors that increase in light-
ness are also selected such as d -> ltg -> p when changed as D0 -> D2 -> D4. It was 
found that in this way with an increase in height, the color lightness also increases. 

 

(a) SW->H1->H2          (b) SW->UH1->UH2        (c) SW->EH1->EH2 
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Also, all the selected colors corresponded to the colors which they selected for D 
major in the mapping experiment of key and color, because the samples used were D 
major scales. Thus, it is confirmed that the key image has a great influence on colored 
hearing. Added to this, a tendency to select colors of similar hue for sound samples of 
the same height, whatever the timbre was seen in each subject. Thus it is considered 
that the height image has a higher priority than the timbre image in colored hearing. 

As mentioned above, it was found that there was a mapping rule for the colored 
hearing group as follows: 

1. Key: no common features, but individual repeatability on hue 
2. Timbre: more higher harmonic wave components, lower lightness and higher 

saturation 
3. Height: higher height, higher lightness 
4. Priority: key > height > timbre 

2.4   Experimental Result (General Group) 

The same experiment was conducted on the general group to attempt at derivation of 
a mapping. The five subjects could not select colors clearly in all experiments. In the 
interview conducted after the experiment, the following comments were heard. “Is 
there anyone who can actually do this kind of thing?” “Even if I did select one color, I 
would choose a different color if the same experiment were conducted again.” 

3    Effectiveness of Mapping 1 (Paired Comparison Test) 

This experiment tried to verify whether the mapping rule seen in the colored hearing 
group was acceptable to the general group or not when support was given. The pur-
pose was to confirm whether the same mapping rule as the colored hearing group 
exists in the general group also. 

3.1   Experimental Method 

Forty-six subjects of men and women in their early 20s (with no such special abilities 
as absolute pitch) are selected to perform the following experiment. 

 
Mapping of key and color. In the colored hearing group, a tendency of correspon-
dence between key and hue was seen. Then, we gave a sound sample containing key 
information and at the same time presented two of colors that were complementary.  

How the hue of the color sample should be set was a problem. In the mapping ex-
periment of key and color conducted on the colored hearing group, no similarity was 
seen in the selected colors, but 3 out of 4 selected colors of the same hue for 5 types 
of sound sample, F and A majors and C, G and A minors. In this experiment, using 
these 5 types of samples, we decided to present those hues and hues that are psycho-
logically complementary. A projector was used to project color samples. Using this 
task as one set, a total of 3 sets of tasks were preformed. By comparing the colors 
selected for each set, we verified the repeatability of mapping among the subjects. 
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0.0 0.1 0.2-0.1-0.2 0.3-0.3

SW (-0.092) H1 (-0.077) H2 (0.169)

0.0 0.1 0.2-0.1-0.2 0.3-0.3

SW (-0.245) OH1 (-0.008) OH2 (0.253)

0.0 0.1 0.2-0.1-0.2 0.3-0.3

SW (-0.169) EH1 (-0.017) EH2 (0.152)

high lightness 
low saturation  

low lightness 
high saturation

(a) Harmonic series   

(b) Odd harmonic series

(c) Even harmonic series
 

Fig. 4. The interval scales of timbres 

0.0 1.0 2.0-1.0-2.0 3.0-3.0

D0 (-1.603) D2 (0.005) D4 (1.592)

low lightness high lightness

 

Fig. 5. The interval scales of height 

Mapping of timbre and color. In the colored hearing group, a tendency to select 
lower lightness and higher saturation colors was seen for sounds with higher har-
monic wave component for timbre. Thus, two types of sound sample of different 
timbres were given continuously and at the same time color samples of high lightness 
and low saturation and low lightness and high saturation were presented. Then we 
asked for a response on which image was close to which image of the sounds heard. 

Mapping of timbre and color. In the colored hearing group, a tendency was seen to 
select colors of higher lightness for a higher height. Two types of sound samples of 
different height were given continuously with high lightness color and low lightness 
color samples, and a response was requested on which image was close to which 
image of the sounds heard. We made it an obligation to create two groups for color 
and sound as in the experiment in the previous section. For the sound sample, a major 
scale starting with D0, D2 and D4 in the sine wave was used. 

3.2   Result and Discussion 

Mapping of key and color. Of the 5 types of scales given to the subjects, the value 
obtained by dividing the number of samples, in which the subjects selected the same 
color three times, by a full scale number of 5 was set as the repeatability rate. For 
instance, if the same color was selected three times for 4 types of 5, the repeatability 
rate was (4/5) × 100 = 80(%). Theoretically, the repeatability rate must be more than 
80% for it is estimated at the significant level of 95%, whereas, in the experiment 
result, no one showed results higher than 80%. From this fact, we confirmed that there 
is no repeatability in the answers of subjects.  

Mapping of timbre and color. For each group of (SW, H1, H2), (SW, OH1, OH2) 
and (SW, EH1, EH2), we calculated the values on the three timbre impression interval 
scale, by scaling based on the comparison judgment rule. The scale values of those 
are shown in Fig. 4. 
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In any group, it can be seen that the scale value is larger for timbres with a higher 
harmonic wave component. From this, it can be seen that sounds with higher har-
monic wave components contained correspond to colors of lower lightness and higher 
saturation. That is to say that for the mapping between timbre and color, it was con-
firmed that this mapping rule can be applied to the general group. 

Mapping of height and color. By scaling based on the comparison judgment rule, 
values on three height impression interval scales were calculated. The scale values are 
shown in Fig. 5. It can be seen that the higher the height, the higher the scale value. 
This shows that high pitched sounds correspond to high lightness colors. In other 
words, it has been confirmed that also for mapping of height and color, the mapping 
rule of the colored hearing group can be applied to the general group. 

Consideration. In the experiment, we could not confirm the repeatability of the map-
ping between key and color in the general group. However, a rule or similarity in the 
relationship between tonality and color was observed rarely even in the colored hear-
ing group. It must be still more difficult in experiments with the general group. We 
next tried to apply this mapping to the general group from a different viewpoint. 

4   Effectiveness of Mapping 2 (Key Identification Training) 

The next experiments concerned training in key identification utilizing the mapping 
between key and color. The purpose of this experiment was to verify positively 
whether mapping as in the colored hearing group is also inherent in the general group, 
being brought out by effective training. The subjects who didn’t have absolute pitch 
were trained to memorize the name of the key by hearing a sound sample of the key. 
At that time they were also shown a color based on the mapping and they memorized 
the key of the sound with the color as a cue. It was an experiment based on the hy-
pothesis that if the general group had immanent mapping like the colored hearing 
group, the utilization of the color as a cue would be effective in memorizing the key. 

4.1   Subjects of Experiment 

Eight men and seven women around the 20 years old were selected to perform the 
following experiment. They didn’t have absolute pitch, but were highly motivated to 
gain that ability. (Here, absolute pitch means the ability for long-term memory to 
identify or label a musical tone without reference to an external standard. For refer-
ence, perfect pitch means the ability to have some sort of super resolution in their 
pitch perception and to tell whether a sound is perfectly in tune or not.5, 6) The men 
were members of a university glee club, and the women had experience in playing 
musical instruments. 

4.2   Training Method 

The subjects were trained to listen to the sound samples while being shown the name 
of the key on repeated occasions for 8 minutes per day, for a period of 5 days. Then 
the subjects were divided into 2 groups. Group A (the ‘seeing color’ group) were 
given sound samples with a color sample based on the mapping, and Group B (the ‘no 
seeing color’ group) were given only the sound samples. 



 Non-verbal Mapping Between Sound and Color 409 

 

The sound samples were a piano timbre sequence of ‘tonic chord (for 3 seconds), 
rising scale (for 6 seconds), tonic chord (for 4 seconds)’ of the 7 major keys. The 
color samples were shown by projecting images of each color onto a screen. Here as 
prototypical mapping, the colors were determined based on the results of Ogushi’s 
experiment, which included the most subjects. 

The subject were training in a dark room, wearing a pair of headphones, close to a 
screen in order to be absorbed in the training. The name of the key of the sound was 
also displayed before and after giving the sound sample (for example, “next is C ma-
jor”), and the subject was prompted to imagine the sound corresponding to the key in 
advance. For Group A, the characters of the key name were displayed with the color, 
and the subject was strongly requested to imagine the sound from the color as a cue. 
After that, in Group A, the color sample was given at the same time as the sound 
sample was given. In Group B, there was no color on the screen. 

The training included three sets per a day (a set consisted of the sound samples of 
the seven keys given randomly). 

4.3   Test Method 

The subject was examined by being given the seven sound samples from the training 
randomly and requested to give the name of the key. The time limit was 10 seconds. 
The results of the test were evaluated by the number of correct answers. The tests 
were carried out three times in total. The first one was done just before the first train-
ing, the second was before the last training on the 5th day, and the third test was after 
the last training on the same day. Also, at the same time of the third test, the subject 
filled out a questionnaire about what kind of cue was used to identify the key. 

4.4   Results 

The results of the tests are shown in Tables 2. From the results of the first test, it was 
confirmed that none of the subjects had the ability of key identification because the 
number of the correct answers was four or under. According to the increase in correct 
answers in the second test, most subjects seemed to be gaining ability in key identifi-
cation. In the last test, the number of correct answers was down in some subjects. This 
was considered to be because they were confused by the strong effect of the training. 

For the above reasons, the subjects were evaluated based on the results of the sec-
ond test. The subjects who had seven correct answers in the second test were called 
the ‘short-term absolute pitch (sAP)’ gainers, and those who had five or more correct 
answers in both the second and third tests were called the ‘short-term partial absolute 
pitch (sPAP)’ gainers. Two sAP gainers and one sPAP gainer appeared in Group A, 
and no sAP gainers and two sPAP gainers appeared from Group B. Therefore, it was 
suggested that training was more effective in Group A than in Group B. 

4.5   Consideration 

Next as shown in Table 3, the images and cues used in the recognition of the key 
obtained by the questionnaires are listed. They are divided into four categories, 
‘color’, ‘lightness’, ‘height’ and ‘other images’ with their frequency as shown in  
Table 4.  
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Table 2. Results of Tests 

Subject Correct answers Effectiveness of training 
1st day 5th day  
1st test 2nd test 3rd test 

Gaining sAP or sPAP 

A1 4  7  7  sAP gainer 
A2 0  7  5  sAP gainer 
A3 3  5  5  sPAP gainer 
A4 0  5  4   
A5 1  2  4   
A6 1  2  2   
A7 4  2  1   

Av. A 1.86 4.29 4.00  
B1 4  5  7  sPAP gainer 
B2 2  5  6  sPAP gainer 
B3 0  5  3   
B4 2  4  5   
B5 0  3  2   
B6 2  3  2   
B7 1  3  0   
B8 0  2  4   

Av. B 1.38 3.75 3.50  

Independence on pitch height. It can be seen from the table that the subjects in 
Group B greatly depended on the pitch height. To the contrary in Group A, they 
seemed to identify the keys by using cues other than height, such as color and images. 
As for the pitch height, we must consider the fact that the key and the height of the 
sound samples used in these experiments were not proper because they were in a one-
to-one ratio. After the experiments, such comments from subjects as “I remembered 
that the lowest sound was A major and the highest sound was G major” was heard. 
We intend to devise better sound samples in the future. However the dependence on 
pitch height was rarely seen in Group A in spite of the samples being the same. There-
fore, it is supposed that while Group B judged the keys by the relative pitch height, 
Group A identified the keys by using the other images as absolute cues, which helped 
them gain sAP easily. 

Reference to color. All the sAP and sPAP gainers referred to color as a cue in the 
identification of the key of the scale. Subject A3 said “Color appears when a chord 
sounds”, in other words, the given colors themselves could be cues. Also subject A1 
mentioned the given colors and images related to those. More noteworthy was that the 
two sPAP gainers in Group B associated color with sound by themselves in spite of 
seeing no colors. Subject B1 mentioned colors for every key though they gave de-
scriptions concerning the pitch height as a cue. Subject B2 talked about color associa-
tion such as “They were the same colors which I imagined” after the experiment. It 
follows from this that color is an important cue for key identification to the two from 
Group B. 

Same colors in the mapping. Associations of color or images related to color were 
observed in most subjects in Group B, and not a few of the colors, 10/16, were the 
same as the mapping. Examples of these are G major as blue (subjects B3, B6 and 
B7), A major as red (B1 and B2) and F major as green (B1). Though subject B1 stated 
“I was shocked that the colors were different from those I had imagined”, actually 
their association of C major as blue was same as 3 out of 4 of the colored hearing 
group selected as shown in 4.2. 
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Table 3. Results of Questionnaire on Cues or Images used for Key Identification 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Table 4. Categories and their Frequency of Cues 
  

Subject Height Lightness Color Other images Main factor 
A1 [sAP] 2 1 6 6 color; image 
A2 [sAP] 0 0 1 2 image 
A3 [sPAP] 0 0 7 1 color 
A4 2 4 2 0 lightness 
A5 1 1 0 2 image 
A6 0 3 0 0 lightness 
A7 0 0 0 0 - 

AV. A 0.71  1.29  2.29  1.57   
B1 [sPAP] 4 0 5 0 color 
B2 [sPAP] 2 0 2 2 color; height 
B3 1 0 4 5 image 
B4 3 1 0 1 height 
B5 3 2 0 2 height 
B6 2 0 3 0 color 
B7 0 1 1 4 image 
B8 2 2 1 2 height 

AV. B 2.13  0.75  2.00  2.00   
AV. s(P)APs 1.60  0.20  4.20  2.20   
AV. Non s(P)AP 1.40  1.40  1.10  1.60   

 

Concrete images. There were more concrete images such as ‘rose’, ‘Maki Goto’ and 
‘white curtain’ in Group B than in Group A. This can be considered to be because 
Group B enlarged their scope for imagination more than Group A because they had 
no information other than sounds, so that their concrete images increased. However it 
does not necessarily make mapping between key and color.  

It follows from these considerations that the subjects who attempted to identify the 
keys with color as a cue could gain sAP more efficiently than those who applied the 

Subject C Major D Major E Major F Major G Major A Major B Major Overall impressions To A only: Is color useful for 
identification?  

A1 
[sAP] 

basic color; 
brand-new white 

a little higher than 
C; uneasy 

light sound; 
yellow 

clear sound; bright 
green 

highest sound; 
sky color; busy 
tone of cell phone

lowest sound; 
heavy red 

dignified image; dark 
blue 

 somewhat 

A2 
[sAP]  

obedient feel    clear feel; image 
of sky 

   somewhat 

A3 
[sPAP] 

 Takemoto piano      color appears when a chord 
sounds 

somewhat 

A4 No particular 
image 

light, but not as 
light as F 

a little dark 
image 

extremely light 
sound 

no particular 
image 

lowness of depth begins with higher 
sound than A but has a 
darker impression than A

impressions depending on 
keys are related to light/ 
darkness of colors 

somewhat 

A5    light high-pitched Clear; heavy feel Dim  somewhat 
A6        Light or dark feeling appears 

more clearly than before 
somewhat 

A7        confused in my own mind as 
just after training 

little 

Subject C Major D Major E Major F Major G Major A Major B Major Overall impressions To B only: To see colors of 
samples after experiment 

B1 
[sPAP] 

standard sound 
(blue) 

like F high sound and 
like G (white)  

begins with Fa 
(green) 

begins with So 
(pink) 

low sound and 
like B (brownish - 
yellow) 

low sound and like A  shocked that the colors were 
different from those I had 
imagined 

B2 
[sPAP] 

     wine  the lowest sound was A and 
the highest sound was G 

the same colors which I 
imagined 

B3 spatial sound  gypsophila 
(kasumi-sou) 

unexpected high 
sound 

little blue flower rose tulip images of flowers came, but 
didn't stay with me for long

surprised that the colors of G 
and A were exactly the same 
as I imagined 

B4  time to feel sound 
neither C nor E 

lower image than 
accompaniment 

like 
accompaniment of 
concert 

higher image than 
F 

roughest feel darker image than C let F a standard  

B5 Standard-like, 
rather light sound 

Takemoto piano suspicious D Maki Goto higher than F ? rather dark feel time to feel sound 
neither A nor C 

the lowest sound was A and 
the highest sound was G 

 

B6 white image  orange image  resounding highly; 
blue image 

vibration comes 
up low 

   

B7 fittest sound; 
slope (uphill) 

beginning of radio 
exercises 

river; lake like raindrops fall in 
petal of hydrangea

pure blue sky muffled dark 
sound 

nothing distinctive   

B8 solemn feel a little solemn feel undecided undecided something like 
white curtains 

dark feel dark feel the lowest sound was A and 
the highest sound was G 
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pitch height or other images as cues. Especially in Group B, the ‘no seeing color’ 
group, a lot of color associations came to their minds by themselves and not a few of 
those corresponded to the mapping the colored hearing group had. We may therefore 
conclude that mapping between sound and color like colored hearing synesthetes have 
is inherent in the general group also. 

5   Conclusion 

We have presented non-verbal mapping between sound and color. Even everyday 
people with no special abilities such as absolute pitch or colored hearing, get a vague 
non-verbal sense that a picture they see and music they hear do not match or match 
well when they are exposed to a stimulation that contains visual and audio informa-
tion. Based on this fact, we attempted deriving a mapping between selected parame-
ters on the general group but could not find a desirable result. It is considered that the 
general group could passively obtain a sense from the visual and audio stimulation, 
but could not correspond the two parameters actively.  

On the other hand, colored hearing synesthetes could correspond the two parame-
ters actively, as they originally had the ability to clearly visualize images from audi-
tory stimulation. Also, when the mapping rule obtained from the colored hearing 
group was presented to the general group, we found that this mapping was acceptable 
by the general group. Thus it is thought that the colored hearing group does not have a 
completely different ability from the general group but has more sharply developed 
senses than the general group. 
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Abstract. This paper reports the development and running of the first Games 
Development and Programming unit at Murdoch University, Western Australia. 
Unlike other Games courses which have been repackaged or re-modeled from 
existing multimedia courses, the proposed course and units are focused on 
meeting the needs of the industry and high level of academic standard. As such, 
great demands have been placed on the students. The unit objectives, structure 
and examples of assignments from the first batch of students are described in 
this paper. Experience has shown that the students were able to perform well 
with positive encouragement. Ability to work in a team also proved to be an 
important factor. This has shown to be related to the standard of the students’ 
work and it is also an essential attribute expected by the industry. 

1   Introduction 

It has been recognized that digital and computer games is the fastest growing industry 
in Information Technology. According to the Game Developers Association of 
Australia (GDAA), an estimated amount of $A40.9 billion dollars of interactive video 
games were sold in 2002 [1]. Globally, the current figure is expected to exceed $50 
billion. According to the same source, in 2002, Australians have spent $825 million 
on games hardware, software and the figures are increasing quickly every year since 
then. 

Apart from the gowing markets, computer games are also evolving and advancing 
rapidly in terms of complexity, realism and the overall design. Hence, there is a need 
for a new generation of professionals in the industry. The games industry requires not 
only computer programmers but also people skilled in other areas. The Australian 
Government’s Culture and Recreation Portal [1] indicates that the games industry has 
a need for specialists in various areas which includes: animation skills; technical 
design; script or play writers; 3D graphics; game project management; film making 
and character design. Although not mentioned at the portal, artists are also needed 
along with people skilled in mathematics and physics. The government portal also 
indicates that just like any other industry, basic or generic skills required are: 
teamwork; communication skills; problem solving; adaptivity and creative thinking. 
In order to survive in the games industry, people working in this industry have to be 
prepared to face relentless challenges to their creativity and their technical skills. This 
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sets the games industry apart from the rest of the Information and Communication 
Technology industry. 

In Western Australia (WA), market surveys had showed that there was a demand 
for a degree program in the development of computer games. However, it was discov-
ered that there were no tertiary institutions at that time offering such a program. Since 
there are a number of software companies producing games in WA, it had become 
apparent that a gap existed between the demand of the industry and supply from the 
tertiary institutions.  

Through extensive consultation with industry and background research it was ac-
knowledged that a games technology degree cannot be offered as a re-packaged ver-
sion of our existing Multimedia Degree although such an approach was appealing 
from the point of view of the costs involved. The idea of modifying several aspects of 
the multimedia degree to fit into a games technology degree was also rejected even 
though it was understood that a number of other institutions had adopted such an 
approach. It was decided that these two approaches would not do justice to the games 
technology degree we wanted to offer.  

Design of the Games Technology Program has been based on the guiding docu-
ment by the International Game Developers Association’s IGDA Curriculum Frame-
work [2]. Both the Games Technology degree program and the new units in the de-
gree went through a number of formal academic planning processes required by the 
university and the university’s academic council. Within the university, the planning 
processes usually happen at least one year in advance of the degree and units being 
offered. This gives sufficient time for the consultation and planning of the new pro-
grams and units. 

After extensive consultation within the university and with the industry advisory 
committee, it was decided that the new degree program will have a common first year 
structure keeping it in line with the other current degree programs. Under such a 
structure, the students are prepared with common or foundation units and then they 
pursue specific majors or minors in the second part of the program (course). The first 
year included a number of introductory units such as Fundamentals of Computer 
Systems and Java Programming, and a Computational Mathematics (also known as 
Discreet Mathematics or digital Mathematics) unit. In this mathematics unit, students 
learn the basics of linear algebra. Due to nature of the programs, not all students will 
be enrolled in all the programming or the mathematics units. The units the students 
enrol in is largely determined by the specialisation they wish to pursue when they 
enter the second year of their degree program/major. 

Students who wanted to specialise in games technology would need to complete a 
first semester, second year unit called Games Design and Programming (GDP). Fail-
ure in this unit means that students could not continue with the games technology 
specialisation. Students enrolling in GDP would have done at least two units with 
computer programming content. GDP also requires knowledge of Computer Graphics 
and Computational Mathematics. Hence, GDP is the pivotal unit within the Games 
degree course. 

This paper aims to report on the detailed objectives, organisation and works sub-
mitted by the students after one year of running GDP. It is expected that through shar-
ing of the experience and feedbacks on the program will enable further improvement 
of the unit and the program.  
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2   Games Design and Programming 

As pointed out in the previous section, the Games Design and Programming unit is a 
pivotal unit in the Games Technology course. Subsequent core units in the games 
technology program/major are based on the GDP unit as a pre-requisite. Also, in order 
to provide flexibility and wider choices to the students, those who would like to study 
GDP would need to cover the elements of computer graphics and mathematics. GDP 
would also need to cover basic Newtonian physics, Artificial Intelligence and ele-
ments of Media Studies. All these are indicated in the IGDA’s Curriculum Frame-
work. Along with GDP, students also need separate units called Intelligent Systems 
and Computer Graphics Principles and Programming for the subsequent advanced 
units in the Games Technology degree program. It was felt that from the very first 
games related unit in the degree program, students would have to develop games as 
part of their final project. This requirement determined the content of the Games De-
sign and Programming unit. The final description of the unit in the handbook is stated 
below: 
 

“This unit covers introduction to games design and programming from a 
theoretical and practical points of view. The unit includes game theory, 
data structures, and play-testing, as well as the physics of games program-
ming. Further work covers non-linearity, level-design and intelligent 
agents. Practical rules for writing games programs are developed and ap-
plied.” 

 
The declared aims of GDP are: 

1. to introduce students to the field of Games Design and Programming and to 
appreciate the multidisciplinary nature of this field. 

2.  to introduce students to  the essential concepts and techniques through prac-
tice work based on developing programs that create interactive visual im-
agery. 

3.  to get students to acquire independent self-learning skills. 
 
The listed learning objectives of the unit are: 

1.  to find out about current applications of computer graphics in games; 
2.  to learn about the techniques and algorithms used for developing games ap-

plications involving both 2D and 3D objects; 
3. to learn the essential theory behind games design; 
4. to be able to design and implement simple computer games in C/C++ includ-

ing the use of library functions from various APIs (Application Program-
mer’s Interface). 

5. to acquire some ability to extend current skills unaided.  
 
It was felt that students had been exposed to Java but not to C/C++. It was decided 

that the computer graphics unit would use C as the implementation language whereas, 
GDP would use C++. This was to give students exposure to these languages as well as 
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to improve their programming skills using a variety of programming languages. Both 
of these units contain a heavy programming content. 

As the computer graphics unit was not a pre-requisite to GDP, selected sections of 
the graphics unit was taught in an intensive approach in GDP. The only language used 
in GDP was C++. In addition, in line with other units being taught in the university, 
GDP was taught in a thirteen week semester. The following table lists the topics cov-
ered and their duration in weeks. 

 

Table 1. Course structure and topics taught in GDP unit 

Starting 
Week 

No. of 
Weeks 

Topic 
No. 

Topic Title 
 

1 1 1 Games in Context 
2 1 2 History of Games 
3, 4 2 3 Game Graphics 
5, 6, 7 3 4 Game Design 
8 1 5 Virtual Worlds 
9 1 6 Game Physics/Mathematics 
10, 11 2 7 Game AI 
12 1 8 Game Engines 
13 1 9 Network Games 

 

Staff with various backgrounds was called on to teach the unit. Staff specialising in 
literary and media art forms taught “Games in Context”, “History of Games” and part 
of Game Design where narrative and narrative structures are examined. A person 
from the games industry (game developer) was employed to teach the rest of “Games 
Design” as well as “Virtual Worlds, “Game Engines” and “Network Games”. Staff 
with a Computer Science background taught “Game Graphics”, “Game AI”, “Game 
Physics/Mathematics”. The finer points of object orientation using C++ were covered 
on demand – when students needed to know so that they could do the implementation. 
We would like to note that our experience in teaching Computer Science indicated 
that teaching object orientation in a formal and structured fashion (as taught in tradi-
tional Computer Science schools) is not as effective as teaching “on demand”. As it 
can be seen, the topics are interdisciplinary and therefore the staff teaching the unit 
came from different disciplines. 

The practical work that student did was a mix of individual work as well as group 
work. The individual assessments were needed to ensure that each student would have 
the necessary skills. Group work was encouraged as students needed to learn how to 
work co-operatively and therefore acquire group-work skills. This group-work was 
needed because games are not designed and built by individuals but teams of people. 
Although group-work was strongly encouraged when students were working on the 
projects and assignment, group-work was not made mandatory. 

During the semester, staff handling the practical aspects of the unit kept praising 
the students’ ability to understand the more difficult aspects of the unit. This was done 
to encourage them not to give up. There were some topics which some students found 
too difficult to follow. The first assignment was the construction of a virtual tour of 
part of the university’s campus. This was due half way into the semester. There was 
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approximately 50-50 split in the assignment quality. Students had to demonstrate the 
tour in class. To encourage the less able students, staff did not criticise the assign-
ments. It was felt that there was no need to criticise as it was patently obvious to eve-
ryone – including the students concerned - that the work was no good when viewed 
alongside the better assignments. Instead staff chose to highlight something (in the 
poorer as well as the better assignments) that the students had spent some time on and 
commenting on how well that was done. The real motive for all this was that the drop 
out rate would not be high in the unit. 

Assessment in the unit was such that to pass the unit, students needed to have an 
understanding of what was taught in the unit. However, to get distinction grades, 
students needed to go beyond what was covered in the unit. They had to find out addi-
tional tools and techniques to use to build their games. The students were also told 
from the very beginning that their work would be exhibited publicly and their names 
would be associated with the work they produced. 

3   Results from the First Class of Students 

All students who attempted GDP and sat the exam passed the unit. There was an un-
usually high number of distinction or higher grades awarded in the unit. The follow-
ing are the descriptions and screenshots of some assignments produced by the stu-
dents. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Screen shot of “The Books are Missing” 

    The object of this game is to find a number of lost books. There is only a limited 
amount of time to get the books. Carrying the books too long would tire the player out 
and the player would have to drop some books to continue. The game has a 3D envi-
ronment and use of graphics to illustrate a virtual world. The player has to strike a 
balance between time and resources. 

The object of the game in Figure 2 is to capture the “nerve centre” guarded by ro-
bots. Similar to “Lost Books” this game utilised 3D graphics to create a virtual envi-
ronment where the robots roam and destroy the enemies. There is a fair amount of 
point and shoot actions with sound. The program demands fast reaction and re-
generation of the graphics.  
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The object of the game in Figure 3 is to destroy the robots guarding a city and cap-
ture the city. The AI in the robot guards enables the robots to chase the player if the 
player comes too close. In addition to the 3D environment and graphics, the students 
have put in a fair amount of effort in designing the robots. They even included an 
“Evolution” of the robots which illustrated the development of the game concept. 

The objective of the game in Figure 4 is to kill the red fire ants and move on to the 
next level of the game. This project won the industry prize. If a wrong ant is killed, 
the red ant will multiply. The twist to the game is that the movement of the cursor is 
purposely designed to be sluggish and the player cannot just chase the ants. Strategic 
placement is needed. This creates a high level of addictiveness and challenge. It is the 
most complete game as compared to the rest. Although the graphics are not as sophis-
ticate as the others, the students have demonstrated high level of professionalism in 
the organisation and concept for the games. The documentation also included market-
ing materials with sense of humour and fun. This captured the main objective of the 
game development unit. 

 

 
 

 
Fig. 3. Screen shot of “Robowar”

Fig. 2. Screen shot of the “Grunge” 
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4   Discussion 

Feedbacks and surveys from running of the unit for the first time have provided many 
lessons to be learnt – for both the students and staff. It appears that there was high 
level of competition amongst the various teams. It also emerged that not everyone 
would like to work in groups. A few students were not invited to join groups because 
they were known by the other students as not being capable (not technically inclined). 
A smaller number of students chose to work on their own because they felt that the 
others were not as good as they were and would therefore contributed negatively 
towards the quality of the project. This is a significant phenomenon as the students are 
unlikely to work on their own in times to come. It proved to be a challenge to encour-
age the students to overcome the differences and in managing the group dynamics. 
This inequity in group formation needs to be resolved by formal intervention. Formal 
intervention, however, was not used as it was felt that students would naturally form 
groups to reduce the workload as the both the assignment and project in the unit were 
made substantial to “encourage” students to work on these tasks in groups. Those 
students who deliberately chose to work on their own managed a credit or better.  
Those students who were not invited to join groups did marginally with a couple of 
them failing the project. Those who worked in groups usually got a distinction or a 
high distinction. 

It was also noted that projects which had good graphics had a less sophisticated 
gameplay compared to those projects which had simpler graphics. This was a time 
problem as there was only a limited amount of time available to complete the project. 
Some students chose to spend more time on graphics at the expense of game play and 
vice versa. 

Fig. 4. Screen shot of “BLAT”
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A number of the better projects were short listed for an industry selected award. 
Eventually, a team based project won. The following is from an industry reviewer 
concerning this project: 

“It had a distinctive logo, reasonably good graphics; multiple levels of in-
creasing difficulty, randomisation and it could turn out to be quite addic-
tive. As well it had a “designed” instruction manual which also reflects a 
sense of humour. The accompanying documentation seemed like the au-
thors actually still enjoy it, even after all their hard work to create it.” 

 
The only one-person project short listed had an honourable mention but industry 

criticised the fact that the student did not want to work in a team. In the words of an 
industry reviewer: 

“This is an excellent attempt by a one-person team. The design process has 
been thought through and there has been a genuine attempt to aim the 
game at a particular segment of the market. The collision detection actually 
works, the response rate to the controls is good and you can actually go in-
side the buildings – it’s a pity that there is not very much in there to explore 
and do.” 

and also, 
“I would suggest that the creator learns to work in a team as future em-
ployers may see him as a potential management problem.” 

 
Obviously, working alone, the student could not put in the details inside his build-

ings. It appears that there were two very important motivation factors behind the stu-
dents’ performance. One was the knowledge that their work would be exhibited pub-
licly and that their names would also be associated with the work they did.  It is pos-
sible that Maslow’s [3] “Esteem needs” may be at work here. It was obvious that for a 
number of students, the need to stand out was important. 

The second factor appears to be the encouragement they obtained. The original in-
tention of this encouragement was to reduce student drop-outs. This encouragement 
had an unforseen side-effect. It turns out that students’ motivation to produce good 
work increased. It is possible that Attribution theory [4-6] may explain this. Students 
were being constantly told that there were good at the work they were doing. Staff 
were inadvertently encouraging students’ belief that they were “actually” capable. 
This was not an issue with students who were actually capable but it became critical 
with students whose initial work was not very good. These students decided to apply 
themselves to show that they were good. Unfortunately, this did not work with all 
students as some students received a negative message from their peers who would 
not let weaker students join their teams. 

There are some lessons to be learnt. Team building requires further attention. This 
is crucial as the industry representative’s comments indicate. It was realised that there 
is a need to fine tune the way the students were treated and encouraged. The work and 
standard expected from the students have been very demanding and will continue to 
be so. A number of students whom appeared to be not able to cope have proved to be 
able to complete the tasks and even did well. They did this through sheer hard work at 
the expanse of their performance in other units. We belief that these students sacri-
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ficed their performance in their other units because they felt that they were good in 
GDP and were determined to prove it. 

5 Conclusion 

The Games Technology course is the first of its kind on offer by tertiary institutions in 
Western Australia. The course generated high level of interests and the number of 
initial applications has proved the course to be a very popular choice. The develop-
ment and running of the pivotal Games Development and Programming unit have 
been a rewarding experience for both students and staff. While the course was ini-
tially designed to meet the needs of the industry, the concept and content of the unit 
have fulfilled and far exceeded the expectations from the technical, academic, educa-
tion and training viewpoints. Students from the pilot second year unit have demon-
strated high levels of professionalism in their ability for game development. The abil-
ity of the students was also demonstrated when one of the project submissions was 
awarded a prize in an industry competition. We can also report that the Games Tech-
nology students now command respect amongst their peers in other ICT majors. As 
one Computer Science major remarked during a staff and student discussion: “We are 
no match for them [Game Technology students]… they are like gods among men”. 
One of the reasons for the success can be attributed to the positive encouragement and 
support given to the students. It also became clear that there were attitude and man-
agement issues which the students and staff have to deal with. In particular, the need 
for the students to be able to work in a team has shown to correlate with the quality 
and level of the work being produced. Also, the students’ perceptions of their own 
ability determine how much work they will put in to achieve some objective even if 
this means sacrificing other goals. There is, unfortunately, a serious issue which is 
highlighted by the Computer Science major’s remark: there are no female students 
who have survived the demands of the pivotal unit even though a number of female 
students were enrolled at the beginning. This is a very difficult and vexing problem 
that we are now grappling with. Obviously, all these issues will have important les-
sons for the students as well as staff and attention will be paid to subsequent offerings 
of the unit.   
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Abstract. This article addresses design issues that are relevant in the
Autism project which aims at developing a computer games, for diagno-
sis and training of the children with autism and accompanying mental
disorders. This approach is put in the broader context of interactive en-
vironments, which computer games are a special case. The characteristic
of our approach is that it has the capability of user adaptation. The user
adaptation is based on the model they maintain the observation of user
interactions, the knowledge of therapists and the case-based reasoning
paradigm.

1 Introduction

The characteristics of infantile autism are the severe disorder of the commu-
nication functions, the cohabitation of cognitive deficiencies and performances
focalized on specific domains, and the avoidance of change, all of which often
block educational attempts in a repetitive behavioural sameness.

The computer tool enables to focus the child’s attention on a specific task,
which also allows parameters and possible to reproduce to infinity, but which
may also evolve following a model adjusted to the age, competencies and type
of pathology of each child.

Computer games applied to autistic children must be sufficiently flexible to
adapt to the specifices of each child and integrate the personal data of his/her
own world and the beliefs attached. On the screen we therefore privilege the
stimulus, which represents an object that has previously drawn the attention
of the child and which carries a satisfying emotional significance. This object
will then undergo physical transformations (for example in the speed of move-
ment) which will allow the setting-up of basic categories (rough-weak, fast-slow,
big-small) which the child may even mime or reproduce as weIl within other
educational or re-educational situations.

Our research is to promote the set-up of computer games in order to :

– Complete the more traditional psychological and educational assessment pro-
cedures by offering software capable of appreciating attention spans and of

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 422–432, 2005.
c© IFIP International Federation for Information Processing 2005
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understanding the adaptive strategies of the child to the stimuli presented.(to
observe whether the action produced is linked to an understanding between
cause and effect).

– Allow to modify the child’s beliefs by offering virtual images which inter-
react with the child, but at the same time taking into account his autistic
specificities, such as by slowing down their movement, so that the child can
extract a general pattern, usable in the re-education of emotional, language,
perceptual and cognitive problems.

– Favor the need for reassuring sameness of autistic children, while setting-up
procedures for introducing the ”un-sameness”, so avoiding the isolation of
perpetual repetition.

– Develop the encoding of time through the subordination of the software to
a narrative role which specifically identifies the child within a chronology
interacting with his/her environment.

We present the implementation of a prototype architecture we used in a
recent field trial. The architecture draws on the educational games dedicated
to children with autism. This paper is organized as follows. The next section
presents and discusses a variety of systems dedicated to autistic persons.
Section 3 gives a brief Autism Project description. Section 4 describes the prin-
ciple of our architecture. The decision process is detailed in section 5. Section
6 presents the implementation. Finally, section 7 presents the conclusion and
perspectives.

2 Related Works

Several interactive environments as learning and teaching tools for the reha-
bilitation of children with autism have been developed (see for example [7] [8]
[16] [18]). In this context a variety of different robotic and software systems can
successfully interact with humans.

Among interesting interactive robotic systems are the KISMET platform [4]
and the ROBOTA dolls [2] [3]. KISMET is a humanoid face that can gener-
ate expressive social interactions with human ’caretakers’. Such ’meaningful’
interactions can be regarded as a tool for development of social relationships
between a robot and a human. The ROBOTA dolls are humanoid robots de-
veloped as interactive toys for children and are used as research platforms in
order to study how a human can teach a robot, using imitation, speech and
gestures. Increasingly, robotic platforms are developed as interactive playmates
for children [5] [16]. Besides commercial purposes (see Sony’s Aibo robot), such
interactive robotic systems can potentially be utilised as learning environments
and in rehabilitation applications, as studied in the AURORA project [1].

Other systems [8] [17] use virtual environment for understanding the emo-
tional expressions of children with autism. The emotional expressions are used in
order to allow systems to enhance or subdue signals, and indeed introduce new
signals to support interaction with the children. [11] is interested in the design
of human-computer interfaces for children with autism.
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However, to our knowledge, there is no model that proposes an adaptive
approach that takes into account the experts directives in an educational context.
The modeling of this approach requires modeling of the knowledge of experts,
the users profile and the dynamics of their interactions.

This paper proposes an intercative model between users (children with
autism) and system taking account into the expert’s directives. It offers a model
that analyzes children behavior from their actions. The model is based on multi-
agent systems which, as will be shown in this paper, allows the simultaneous
study of:

– Selection and adaptation a individualized activities plan defined by the ex-
pert. The activities plan is a sequence of educational games (called Protocol)
dedicated to children with autism.

– Observation of the user’s actions in order to ensure a real-time interactivity
between user and activities of protocol.

3 Brief Project Description

Given the centrality of the interaction in a multi-agent systems, our investiga-
tions thus far have concentrated on the ability of agents to interact with children
with autism in order to rehabilitate them. This is important since interaction
is central on multi-agent technology, and since the understanding of their emo-
tional expressions is important to assure a concordance of presented games and
child’s behavior. To facilitate such an investigation, we have defined:

– Game is characterized by: statical decor, objets (pictogram, music, picture...)
and functioning rules. It has configuration parameters and the objectives to
be reached.

– Activity is an instance of a game (with a particular configuration and,
qualified and quantified objectives).

– Protocol is an activities sequence, given in order to make it possible to the
user to reach complex objectives.

– Directive characterizes a system state (in particular its evolution related to
the user behavior) and associates treatments which adapt during the activity
execution.

The project that we carry out, called Autism Project, is in partnership
with the psychiatric service for children with autism of Department of Child
Psychiatry of La Rochelle hospital. Our objective is to implement a software and
hardware system that could help the children with autism during the rehabili-
tation process. It consists in establishing a multimode and multimedia dialogue
between the assisted child and the system. The role of such a system is to pro-
vide to the children the personalized activities in the form of educational games.
During a session, the system collects by various devices (camera, touch screen,
mouse, keyboard) the child reactions, in order to understand her/his behavior
and response to it, in real time, by adequate actions considering the expert’s
directives.
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The directives concern rupture, avoidance, stereotyped patterns of behav-
ior. . . for instance, the system may attract child’s attention by posting of a fa-
miliar image, or by launching a characteristic jingle.

4 The Multi-agent Architecture

Each child is characterized by particular competences and preferences, so he
requires an adapted treatment. It is impossible to generalize activities without
precaution, but we have to favour adaptability of system to take into account
specific deficits observed for each child. It is important to locate and interpret
carefully these intrinsic behaviors, in order to help him/her to rehabilitate.

Our approach aims to bring flexibility and modularity in the individualized
rehabilitation of children with autism. Accordingly, we propose a multi-agent
system architecture which allows children and experts to interact with differ-
ent agents, according to the activities they will carry on and the educational
approach.

In order to be able to design needs, the expert makes the following actions :

– characterizes the activities i.e defines instances of games with particular
configurations.

– defines some educational objectives and associates them with appropriate
protocols.

– specifies the directives.
– characterizes the children’s profiles.

During the session, each child is supported by three artificial agents:

User Observation Agent (UOA): It is an agent associated with the child’s inter-
face with a wide range of goals. Mainly it observes the child’s actions, notifying
other agents when needed and giving access to system resources. Figure 1 gives
the principle of UOA mainly inspired on the theory of affordances [9] [10] and
the theory of Procedural Semantics [14] [22] [23]. From its observation, UOA
associates to child’s actions some states words that characterize behaviors. The
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observation is based on two approaches, Software action and Vision. The first
one, recovering the child’s actions carried out on: mouse, touch screen, keyboard.
The second one, ensured by the software/hardware system FaceLab, it consists
in measuring the characteristics concerning the 3D representation of the face
and the orientation of the gaze.

Tutor Agent (TA): A tutor agent tries to choose its strategy according to
the needs and the child’s profile. It can interact with UOAs and other tutor
agents, access the child’s profile to retrieve and adapt the protocol activities to
child, retain the new experiences, and update the child’s history. Tutor agents
are didactic agents whose decision process is described in more detail in the next
section.

Exceptions Management Agent (EMA): In order to assure an interactivity
between protocols generated by TA and the child, the protocols can be modified
during the training session if they are incoherent with the child’s behavior. This
is ensured by the Exceptions Management Agent inspired by [20]. Its role consists
in identifying, indicating and treating a special cases like rupture or avoidance
detected by UOA.

5 Decision Process

The selection of the most suited strategy is the result of the decision process. Sev-
eral mechanisms can be used to represent this decision making process. Among
these mechanisms are: Rule-Based Systems, Case-Based Reasoning Systems and
Learning Classifier Systems. These mechanisms are either reactive or adaptive
(see [13]).

Reactive mechanisms are based on a fixed set of rules provided by the expert
before run time. The rule-based paradigm shows some drawbacks [21]: the de-
velopment and maintenance of rule-based system is costly, moreover it is hard
to adapt rule-based instructional planners to new domains and also to situations
not foreseen in advance, e.g. children with special behaviors.

Adaptive mechanisms deal with the dynamic variations of the child behavior.
Each agent builds a symbolic internal representation of child. It then uses this
representation and the internal state to determine the most suited strategy.

To explore adaptive mechanisms, we propose to use a Case-Based Reasoning
[15]. It is a paradigm for problem solving that has an inherent learning capabil-
ity. The basic underlying principle of Case-Based Reasoning (CBR) is to solve
new problems (called Target Case) by adapting solutions that were used to solve
problems in the past. A case-based reasoner uses a Case Memory that stores de-
scriptions of previously solved problems (called Source Cases) and their applied
solutions.

The CBR process consists of seeking source cases that are similar to the
target case and adapting the found solutions to fit the current situation. A case-
based system learns from its experiences by storing these in new cases. In our
application, a case is defined as follows:
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Application Context
[descriptors sequence]

Protocol
[activities sequence]

The Application Context describes the situation in which the Protocol was
applied and is implemented as a list of pairs [attribute, value]. In general, it
contains information related to the children profile and the goals of case. The
descriptors related to child profile define its preferences and knowledge e.g. [level-
of-acquisition, high], [color, green]. Various goals can be expressed as Perception,
Attention, Gaze. . . The descriptors of Application Context are used to calculate
the similarity between cases and also to structure the case memory.

Once the basic structure has been presented, in this section we will show
a deeper view of the Case memory organization, the Child’s profile and the
Reasoning process of Decision Agent.

5.1 Case Memory Organization

The organisation of the case memory has been based on the more general
Schank’s Dynamic Memory Model [19]. The fundamental idea is to organize
various cases having similarities in the form of a more general structure called
Generalised Episode or GE.

GEs generalise the common features of a set of cases. Each GE is composed of:

– A Norm is attached to each GE and contains the descriptors of the applica-
tion context shared by a group formed by cases and GEs; it is represented
by means of a list of pairs [attribute, value].

GE1

Norm :  <child-type, novice>

Index :
level (auditory perception)
high (Case1) low  ( Case2)

I1 :

I2 : level (visual perception)
high (GE2)

 Application Context

...

Case1

Protocole : ...

< level (visual perception),high>

 Application Context

Case2

Protocole : ...

< level (auditory perception), low >

 Application Context

GE2

Index : ...

<color, green>
< gaze level , medium >

<color, green>
< gaze level , medium >
<child-type, novice>

< level (auditory perception), high>

< gaze level , medium >
<child-type, novice>

<color, green>

...

...

<color, green>

<child-type, novice>
< gaze level , medium >

Fig. 2. Case memory organization
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Fig. 3. Execution trace

– The Indices link the network elements of the memory in such a way that each
GE contains a set of indices that link it with and discriminate among its de-
scendants. Each index is related to one concrete attribute of the application
context and contains a list of pairs [value, node1].

– The Cases represent a individual experiences

Thus is formed a hierarchical graph (see the example of figure 2) whose nodes
are either EGs or cases. The arcs represent the links between the indices and the
nodes.

5.2 Child’s Profile

The child’s profile has multiple functionality, used at various moments by the
TA, particularly in the reasoning process (see section 5.3). It also involves in
the interpretation of the child’s actions by UOA. Several types of information
concerning the child are present:

– General information
– Domain knowledge
– Preferences
– History

The general information concerns the child identity such as name, identifier
of the child group; child’s preferences and domain knowledge give a description
of the child’s profile similar to the case description. Thus, this information is
represented by means of a list of pairs [attribute, value].

The history is a diary of activities suggested by system and the results carried
out by child. The history allows tracking of the evolution of the child; it is also
at the origin of many rules of TA. In order to give an interest of the history, the
expert can visualize the Execution Trace. It concerns the child-activities inter-
action. Visualization can be in two forms: animation or statistics (see figure 3).
The execution trace allows the expert to draw conclusions and adapt the defined
protocols. He can also modify the directives, resources or functioning rules.
1 Node of case or GE (see figure 2).
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5.3 Reasoning Process

Tutor Agent uses the Case-Based Reasoning [15] to generate protocols by retriev-
ing similar cases and adapting them to the current situation. We have listed three
phases for reasoning process: Retrieving, Reuse and Learning.

During the Retrieve phase the agent obtains a set of protocols with a high
level of similarity to the current situation of target case. The similarity is mea-
sured in terms of the relevant attributes that specify the application context.
This task can be considered as the search of the most appropriate case through
the case memory. We have used the matching method based on the nearest
neighbour matching of REMIND [6] that calculates the similarity among cases
by using a numeric function.

The similarity function φ is defined as the sum of the similarity measures
values of each attribute in the application context of each case, multiplied by
the importance of the attribute; this value is divided by the sum of the weights
in order to normalise the value. The weights estimate the degree of importance
of the attributes.

φ(C1, C2) =
∑n

i=1 wi ∗ ϕ(v1
i , v2

i )∑n
i=1 wi

(1)

Formula 1 shows the similarity function where:

– C1, C2 are cases defined by a set of descriptors di (i ∈ [1..n]) of Application
Context.

– wi is the importance of the attribute of the descriptor di.
– ϕ(v1

i , v2
i ) is similarity function for two primitive values v1

i and v2
i are the

values for the attribute of di in the compared cases.

The similarity function is also defined between the application context and
a GE in the Retrieve phase, in this situation the function is restricted to the
attributes included in the GE norm. Therefore, the selection criterion is based
on a comparison between the result of the similarity matching formula and a
heuristically established threshold.

During the Reuse phase the decision agent combines and adapts the retrieved
cases to form a protocol suitable for the current situation of target case. The
adaptation of the retrieved cases to the description of target case is a knowledge-
intensive task and therefore, needs a different treatment for each experience. In
order to have a generic technique, two types of adaptation are identified:

– The global adaptation consists in replacing sub-protocols of candidates cases,
selected in the Retrieve phase, by other protocols more adapted.

– The local adaptation consists in regulating of the activities configuration of
protocol of candidat case to the target case description.

During the Learning phase the agent evaluates each protocol by observing
the outcome of the session. The evaluation is carried out along two dimensions:
educational and computational.
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The relevant data of educational dimension concern just the Child Profile.
Basically, the Agent revises the changes in the attributes that represent the
preferences and knowledge of the child. In addition, we think that the agent’s
beliefs about the child should be supplemented with some feedback from the
expert. Therefore, the agent interacts with the expert after each session to gather
directly the beliefs of the expert about the whole session as well as her/his own
knowledge of the different activities played during the session.

The objective of the evaluation along the computational dimension is to
assess the goodness of each case as the basis to create the new source case.

6 Implementation

The proposed model was implemented with the platform DIMA [12]. DIMA pro-
vides a library of JAVA classes (Agent Classes and Agent Component classes)
that have been used to build the various agents. In the first step, we have devel-
oped agents that ensure the user observation, reasoning process and exceptions
treatment.

In the second step, we have developed an interface that allows the expert
to define the activities, the cases, the directives and the distances between the
various values of the attributes of each descriptor. This information as well as
the child’s profile are stored in a data server.

Figure 4 illustrates our example. Firstly, the user connects to the server, his
profile will be loaded. The user is requested to specify the goals which wants
to reach. Once this information has been entered, a target case is created. The
target case is transmitted by a message to the server. The message is received
by the decision agent. The role of this agent is to generate a adapted protocol
to the current situation of the target case by using CBR.
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During the session the UOA and EMA assist the user. For each exception
detected on the level of child’s behavior by UOA, the EMA adapt the protocol
by taking into account of the expert’s directive.

7 Conclusion

This paper presents an architecture of interactive educational games. Our ap-
proach is applied to rehabilitation of children with autism. The application re-
flects significant characteristics of user-adapted interactions according to the
perceived behavior. Moreover, an model was introduced. The model represents
the child’s profile, the expert’s directives and the dynamics of their interactions.

The paper illustrated first the different robotic and software systems that
exist for rehabilitation of children with autism. We propose to use agent-based
systems in an educational way. The agents provide the capacity to interact with
humans. It showed the observation and analyze of child’s behavior in order to
adapt the activities execution.

Experiments with our model have been presented. The obtained results by
simulation are interesting and promising. However, more experiments are needed
to validate the proposed models and architecture. Moreover, a validation of the
system by experts are in current experimentation in the service of psychiatric
of La Rochelle hospital. Future works include the dynamic generation of child’s
profile and the design of an agent that can request the proof verification in order
to ensure the protocols coherence.
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Fig. 1. Swimmer in swimming apparatus 
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Abstract. We created an exhibit based on a new locomotion interface for 
swimming in a virtual reality ocean environment as part of our Swimming 
Across the Pacific art project. In our exhibit we suspend the swimmer using a 
hand gliding and leg harness with pulleys and ropes in an 8ft-cubic swimming 
apparatus. The virtual reality ocean world has sky, sea waves, splashes, ocean 
floor and an avatar representing the swimmer who wears a tracked head-
mounted display so he can watch himself swim.  The audience sees the 
swimmer hanging in the apparatus overlaid on a video projection of his ocean 
swimming avatar. The avatar mimics the real swimmer’s movements sensed by 
eight magnetic position trackers attached to the swimmer.  Over 500 people 
tried swimming and thousands watched during two exhibitions.  We report our 
observations of swimmers and audiences engaged in and enjoying the 
experience leading us to identify design strategies for interactive exhibitions.   

1   Introduction 

Our artwork, Swimming Across the 
Pacific, takes inspiration from the 
performance art piece “Swimming 
Across the Atlantic” [15]. It was 
performed by the artist, Alzek Misheff, 
who accomplished the artistic endeavour 
by swimming in the pool of the ocean 
liner, Queen Elizabeth II, traveling from 
South Hampton to New York as a 
comment on contemporary art at the 
time. In Swimming Across the Pacific, 
we plan to swim across the Pacific 
Ocean, from Los Angeles to Tokyo, in 
an airplane to transform it into a 
“bubble” containing a media arts festival 
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for the same purpose. To do this we developed our virtual swimming locomotion 
interface as shown in Figure 1 so we can swim virtually rather than  in real water as 
part of the transformation symbolism. While this swimming device is originally 
designed for placing in an airplane, anyone can try it to swim and enjoy the virtual 
water.  Thus, as one step in the artwork, we designed and built an interactive 
installation around the virtual swimming apparatus.   

We exhibited our work at the exhibitions of the 2004 International Conference on 
Special Interest Group on Graphics and Interaction (Siggraph’04, Los Angeles, USA) 
and Imagina’05 (Monte Carlo, Monaco). These provided us valuable opportunities to 
observe and evaluate how well our design decisions worked. During the exhibits, 
hundreds of people enjoyed the experience of swimming.  Thousands of audience 
members also enjoyed watching swimmers in the exhibit. Of particular significance is 
that, on one hand, the virtual swimming device may be seen technically as a novel 
computer input device for users to interact through swimming motions with a virtual 
environment. On the other hand, through careful design of the user experience, we 
transformed the computer interface into a successful swimming experience exhibit.   

In designing the actual device, we considered the swimmer as the user.  However, 
in designing the exhibit, we considered three additional user types to make a 
successful and enjoyable experience for a wider audience.  The additional three users 
types are the swimmer within a group of swimmers, the attendant and the audience.  
Our main observations during the exhibition validated our design decision to balance 
the fidelity of all the components.  We found that amateur swimmers were more 
critical than novices or expert swimmers. As well, we realized that the attendants 
helping people at the exhibit played multiple roles.  This required us to build the 
device and exhibit to allow attendants’ full attention to be on the audience and 
participants rather than the system. 

We begin our discussion with related work and the technical design of the novel 
swimming apparatus that is at the core of the exhibit. Next we describe the exhibit 
design itself and the workflow of the attendants.  Finally, we describe the 
observations we made during the exhibitions.   

2   Related Work on Locomotion Interfaces 

“Locomotion interfaces” such as virtual walking, virtual hang-gliding, our swimming 
apparatus and others, are closely tied to virtual reality (VR). In an artificial reality, 
where the users have a presence in a 3D space and use their bodies as natural input 
devices, development of locomotion interfaces is vital for immersive experiences. 
Christensen et al. say, “Locomotion interfaces are energy-extractive interfaces to 
virtual environments and fill needs that are not met by conventional position-tracking 
approaches or whole-body motion platforms.” [6]  Some VR researchers particularly 
advocate the development of locomotion interfaces because with their improvement 
come many more unforeseen applications [7]. Locomotion interfaces have been 
created for walking and biking. Walking interfaces include the Sarcos Treadport [6, 
10], CirculaFloor [11]. TorusTreadmill [12] and GaitMaster [13]. Examples of virtual 
reality bicycling systems are the Peloton Bicycling Simulator [5] and Trike [1].  
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Fig. 2. Avatar in virtual Pacific Ocean 

While not requiring direct human locomotion behaviours, high-end flight 
simulators have been used in military and pilot training schools for a long time. 
Commercial systems using variations of flight simulators include Dreamality’s 
DreamGlider, JetPack, and SkyExplorer, and HumphreyII [3] that includes force-
feedback. Much like our swimming apparatus, HumphreyII places the user in a prone 
position; however, we argue that a flying interface is not a locomotion interface, as 
people do not normally fly by their own energy. 

Virtual swimming offers some unique advantages over other forms of VR and 
locomotion interfaces. In comparison to flying interfaces such as HumphreyII, most 
people have experience swimming in water, whereas flying in air is not a common 
experience. Thus, we expect people to understand and more easily explore our type of 
interface when moving in a virtual world. Bicycle and treadmill interfaces share this 
property as well. However, with swimming there are many styles and personal 
techniques that provide means for people to develop complex behaviours and 
expertise with the apparatus. This leads to an increase in intimacy with the device [9], 
providing more satisfaction and enjoyment than may be possible with typical flying, 
bicycling and walking interfaces.  

Examples of other early attempts at aquatic interfaces include Fraunhofer’s 
Aquacave, which allows virtual interaction with cartoon fish characters, and Virtual 
Diver [4], which is used for artificial reef study. Aquacave used a paragliding harness 
and pulley system to suspend the diver in a CAVE, wherein a virtual underwater 
environment is displayed. Virtual Diver explores methods of mapping photographs of 
artificial reefs onto a 3D reef model, which is then explored using a 3D joystick.  
Other undersea VR marine navigation and positioning technologies can be found in 
[14]. In these examples the focus is on the underwater environment itself, rather than 
on a locomotion interface based on surface swimming that we explore. 

One unique aspect of our swimming system is that it occurs at the surface of the 
water.  In addition to our mechanical system, we have implemented dynamic waves 
and splash action so that the participant experiences a water surface environment 
while swimming. Though our scenery is intentionally simplistic as shown in Figure 2, 
it is a relatively straightforward effort to improve realism using caustics, fog effects 
and textures to achieve a different representation of sea, sky, sun and the swimmer’s 
avatar.  

While not a locomotion 
interface, the Aladdin system 
[17] is another VR-based 
exhibit using a magic carpet 
metaphor for flying around a 
virtual environment. Observa- 
tions made during our exhibit 
shared some of the same ones as 
in Aladdin such as: the 
experience is more important 
than the technology, people like 
exploring and the importance of 
quick throughput. However, 
some of the observations they 
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had contradict ours.  Specifically, participants did not need a goal and were content 
with just swimming, the background story was not so important for participants and 
users did turn their heads constantly in yaw and pitch.  We suspect the directness and 
affordances of the locomotion interface for swimming and the attendants interaction 
with the participants plays a key role in explaining the differences as discussed below. 

3   Building the Virtual Swimming Device 

Our current design for the swimmer consists of a combination of mechanical 
hardware, computer hardware and software [8].  The swimming apparatus (Figure 1) 
is an 8ft x 8ft x 8ft wooden structure with horizontal beams on top and bottom. The 
user is supported in a prone position at the shoulders and hips by running static cords 
through pulleys mounted on the beams and attaching the cords to the harness with 
carabineers. One major design goal is to give the user a sense of swimming, but not 
necessarily a sense of being in water. The mechanics allow the user generous freedom 
of motion coupled with a feeling of resistance and buoyancy. The rope-pulley system 
for the legs is designed to conform to several frontal swimming styles including: 
crawl, breaststroke, butterfly and dog paddle.  Currently, there are no mechanisms 
designed for counterbalancing or providing feedback to the arms.  

The computer hardware components of the installation were: a 1.5 GHz dual-
processor Xeon Dell computer system, an NVidia Quadro4 TwinView graphics card, 
a video projector, two 21” LCD video monitors, a Kaiser Proview XL50 head-
mounted display (HMD), two Polhemus Fastraks with 4 sensors each, and an 
interactive audio system. The control Tcl/tk based GUI runs on either the base 
computer or a remote laptop. One monitor displays a side view of the avatar for the 
attendants, and the other shows the swimmer’s HMD view that alternates between 
first- and third-person perspectives.  We also use rear video projection onto a screen 
attached to the wooden structure to show the side view to the audience as shown in 
Figure 1. Polhemus Fastrak sensors tracked the movement of the swimmer’s head, 
arms, torso and legs and are attached firmly with adjustable Velcro™ straps. All the 
ropes and sensors cables are routed above and behind the swimmer to minimize 
interference.  An Apple G4 PowerBook controls the interactive audio system.  
Additional components of the system are a Yamaha EX5R tone generator, a CD 
player, and a mixing console.  The result is output to a pair of powered speakers. 

The virtual ocean environment includes visual and audio elements. The computer 
graphics are implemented in C using OpenGL running on a Debian Linux machine. 
Typical imagery from the graphic system is shown in Figure 2. The audio system 
utilizes Pure Data [19] and MIDI. The design considerations for the ocean 
environment are intended to match with the fidelity of the mechanical system, which 
is not intended to be entirely realistic. We feel that having any major component of 
the system being out of balance with others will detract from the user experience. 

The main graphical components of the virtual environment are a sky hemisphere, 
an ocean surface plane, an ocean floor plane, a virtual avatar and various lighting for 
different times of the day. The sky hemisphere is texture-mapped with moving clouds. 
The ocean floor is modeled with a rugged plane that is texture-mapped with rocks. 
Both planes are animated to move past the virtual avatar when the user swims 
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Fig. 3. Exhibit layout 

forward; the faster the participant swims the faster the avatar moves.  As well, we 
simulate interactive waves and splashes on the ocean surface.  The virtual avatar is a 
model of a gender-neutral human figure. We also created the sense of time passage 
through providing sunrise, daytime, sunset and nighttime by moving the sky and 
effects of lighting. For both aesthetic and conceptual reasons, we wanted different 
times of the day in order to alter the sense of reality and timing in the virtual world. 
Views of the virtual ocean environment are displayed to the swimmer through the 
HMD and alternate between first- and third-person perspectives.  We provide 
interactive splashing sounds corresponding to the swimmer’s movements for each 
arm and leg.  We also have a continuous seaside ambient sound track that is mixed in 
from a CD. 

The control console GUI, written in tcl/tk, is used for control and automation of the 
installation. Some parameters that may be manipulated are calibration of sensor data 
for individual swimmers, control and automation of lighting, and perspectives of the 
virtual environment as seen by the swimmer and audience. 

4   Creating the Swimming Exhibition 

Significant effort was required to shift our design from a stand-alone swimming 
apparatus to one that we displayed at the ACM Siggraph’04 Emerging Technologies 
exhibition and Imagina’05. Our major change was to focus not only on the experience 
of the individual within the apparatus, but also examine the other users that would be 
in an exhibit setting: the swimmer within a group of swimmers, the attendant and the 
audience.  We will first address our overall constraints for the exhibit, and then we 
will discuss the more detailed design decision related to the stage, the cumulative 
experience of all participants, and attendant workflow.  Of particular concern was 
maintaining a balance among all the components of the virtual environment, as well 
as focus on facilitating the attendants’ workflow within the exhibit. 

Overall Constraints 
We based our design decisions on four main constraints: artistic, computational, 
robustness, and adaptability. 

Artistically, we made a conscious decision not to have the virtual world look too 
real to match the fidelity of the rest of the system. We also put effort into making the 
swimmer feel like they were 
floating and swimming in water-
like conditions. To match the 
other components, sound and 
lighting were not 100% realistic. 
The critical elements were to 
maintain balance between all the 
modalities, whether virtual or real. 
Our artistic constraints motivated 
implementing dynamic lighting 
and multiple viewing perspectives 
for both the swimmer and 
audience. 
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We focus on aspects we consider most important to the overall experience as we 
have limited computational resources. We currently are not concerned with providing 
game-like elements or other extraneous graphics elements such as fish or ships. On 
the other hand, we wish the swimmer to have an engaging experience at the surface of 
the water.  For this reason, we concentrate on synchronizing the movement of the real 
swimmer with the virtual avatar and having splashes and waves. We do not support 
diving under the water. 

The Stage Design 
The overall visual aspects and staging design of the swimming cage are for the 
audience.  The layout of the swimming space is shown in Figure 3. In an attempt to 
attract members of the public, we made the design of the environment around the 
exhibit as pleasing as possible.  For example, to enhance the visual aspects of the 
exhibit the cage is painted blue and white, there are blue spotlights and the uniforms 
of the attendants are coordinated.  To create the feel of an open ocean space, we play 
a continuous ambient seaside soundtrack. We anticipated that the novel look of our 
apparatus coupled with the carefully designed spatial character of the exhibit and the 
visual and audio effect are critical to attracting the audience as noted in [2]. 

Both the front and sides of the installation are designed to give the audience (Zone 
I) an unobstructed view of the swimmer in the apparatus (Zone III).  The swimmer is 
positioned such that their physical body is suspended in front of a rear-projected view 
of the avatar seen from the side pointing in the same direction as the swimmer (Figure 
1). In addition, one LCD monitor (Zone IV, right-hand monitor) was placed so that 
audience members could see the same view as the swimmer's HMD.  This allowed the 
participant and audience to share the swimming experience; also noted by Borchers to 
be a good design strategy. Posters and brochures are positioned such that they do not 
occlude the swimmer, but are in areas where audience members are standing. 

We decided not to provide a clearly marked area for audience members waiting to 
try the apparatus in order to avoid making the installation appear like a theme park 
ride as well as avoid separating these two user groups.  Instead, we wanted to create 
an inviting environment for both these user groups and at the same time not make a 
strong delineation between the two. 

Cumulative Experience Design 
We constructed the storyline of the experience so that individual swimmers were 
actually part of a larger group. Consistent with the theme of Swimming Across the 
Pacific, the overall goal of the installation was to simulate swimming across the ocean 
over the course of nine hours.  Though each swimmer was only in the apparatus a 
small fraction of this time, their participation, along with all the other swimmers each 
day, added up to achieve the goal.  We portray this by displaying a "flight map” 
before and after each swimmer in the HMD and projection to show progress of the 
swimmers flying across the Pacific ocean. In addition, to commemorate their 
contribution to the overall goal, we give buttons to each swimmer to wear.  

Attendant Workflow Design 
The layout of the exhibit (Figure 3) has four zones that the attendants navigate: 
staging, swimming, audience and the control console.  The staging area is where 
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Fig. 4. Workflow to get in and out of apparatus 

attendants move volunteers in and out of the exhibit (Zone II).  Participants swim in 
the wooden structure in the swimming zone.  We located the computers and control 
GUI in the control console zone (Zone IV).  These zones intentionally overlapped to 
allow attendants to work in multiple areas.  The attendants in the staging area or those 
working at the control console could also easily provide assistance with the 
swimming apparatus. This helped reduce the number of attendants and allowed them 
to concentrate on the area that needed the most attention at the time. 

We developed a workflow to facilitate the transition from an audience member to 
swimmer as shown in Figure 4.  The workflow begins by an audience member 
volunteering to try the apparatus (a).  She is then led to the staging area where she is 
fitted into the harness while the current swimmer is still in the apparatus (b).  When 
the current swimmer completes his swim and returns to the staging area, she would be 
clipped into the swimming structure (c).  With the help of the attendants, she leans 
over until the ropes hold her in a prone position.  An attendant fits the HMD on her.  
Attendants attach the eight magnetic 
sensors and strap her feet into the 
leg pulley system (Figure 3).  When 
she is ready, one attendant changes 
the flight map in the swimmer view 
with a GUI button and another 
provides her some basic 
instructions. She swims until she is 
done (d).  Once done, one attendant 
switches the display back to a flight 
map scene  and others help her get 
out of the swimming apparatus (e).  
She moves to the staging zone and 
is helped out of her harness and 
receives a button (f).  

There were several design considerations for getting the swimmer into the cage.  The 
HMD had to be adjustable, to fit the varied head sizes of the participants.  In addition, 
we had to add a chinstrap to hold the HMD in place because the swimmers head would 
be facing downward. Since the participant was to be suspended horizontally, safety was 
a major concern.  We ensured that the floor around the apparatus was free from 
obstructions such as cabling and equipment. We also provided a stepstool to aid the 
swimmer when being clipped into and out of the apparatus.  Finally, we had two 
harnesses to improve throughput. 

5   Users’ Perspectives and Observations 

Over a five-day period we exhibited the swimming apparatus at ACM SIGGRAPH’04 
in the Emerging Technologies exhibit and for four days during Imagina’05. We had 
four to six attendants helping and observing the experiences of the participants 
involved while they interacted with the swimmers getting them into and out of the 
apparatus.  We did minimal video recording and did not give participants/audience 
members written questionnaires to reflect on the experience during Siggraph. At 
Imagina’05, we distributed questionnaires and made video recordings. 
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At Siggraph, approximately 400 people (including about 10 children) tried the 
swimming device, and there were thousands of people who watched.  The people who 
tried swimming appeared equally distributed across gender with a slight male bias.  
We did not notice any race bias given the demographics of the event.  More often than 
not, audience members volunteered to swim; however, the attendants would 
occasionally go into the audience to solicit swimmers. Interestingly, attendants did not 
have success in predicting who would and who would not try swimming based on 
appearances.   

We had 104 participants fill out questionnaires at Imagina’05 who were 
predominantly male (86 vs. 20) between 20 and 29 (21 under 20 years, 55 between 20 
and 29 years, 23 between 30 and 39 years, 4 between 40 and 49 years and one person 
over 60 year old).  Most were intermediate level swimmers (9 never had been 
swimming, 21 novices, 68 intermediate and 6 experts).  Most had never tried a VR 
experience (78 vs. 26). 

Overall, swimmers had a wonderful, engaging and enjoyable time swimming, and 
members of the audience had fun watching.  The main comment we received is, “It 
was GREAT!”  The main criticism we received is that people would like to have fish 
in the scene and better graphics.  Some people commented that they preferred the 
third person view and/or would like to have control over the camera angle as seen in 
the HMD.  We also had comments from people who wanted more feedback for the 
arms. 

We consider there to be four different distinct user categories that had unique 
experiences with the exhibit: individual swimmer, swimmer within a group of 
swimmers, attendant and audience.  Our design had significant impact on the way 
each type of user interacted and experienced the exhibit.  

Individual Swimmer as User 
Based on the variety of participants, we are able to group them along two dimensions 
that appeared to influence their experience: skill level and body size.  Two additional 
factors in the experience were related to the HMD and user control. 

We categorize each participant’s swimming skill level into three types: novice, 
amateur, and expert.   We assumed that expert swimmers would not enjoy the 
experience as much as participants in lower skill levels due to the low fidelity of the 
system.  However, based on comments from the participants at Siggraph’04, what we 
observed was that novice swimmers and expert swimmers appeared to derive a higher 
amount of pleasure from the experience than amateur swimmers.  Quantitatively, 
from our Imagina’05 questionnaires, almost everyone enjoyed the experience (4.3 
score (std. dev 0.8) where 1 = strongly disagree and 5 = strongly agree, to “I enjoyed 
the experience” and 4.4 score (std. dev 0.8)  to “I would recommend other people try 
it”) with no obvious trends based on sex, age, skill or VR experience. 

We hypothesize that novice swimmers seemed to enjoy the experience as it gave 
them the sensation of swimming but they were not hampered by an inability or fear of 
swimming.  They were able to swim using simple strokes, or simply float and enjoy 
the environment.  Expert swimmers were originally expected to be overly critical of 
the environment since it does not present a realistic physical or visual swimming 
environment.  What we observed, however, was that these swimmers quickly moved 
past the fidelity issues and concentrated heavily on their body. It appeared that the 
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expert swimmers were using the device to explore the way their body moves through 
space.  In some cases, trying movements typical of swimming, while other times they 
appeared to be trying different motions, ones that might not be possible in water, to 
feel and see the results.  Most expert swimmers, however, did comment that the lack 
of resistance on the arms is one factor that they thought detracted from the experience. 
The lack of feeling liquid on skin was not reported as detracting from the experience 
from any of the swimmers.  We suspect that amateur swimmers concentrated on the 
visual environment and indicated verbally as well as on the questionnaires.  Though 
many enjoyed the experience, this category of swimmers seemed to be most critical of 
the fact that the installation did not provide a realistic environment. 

One aspect that was common to all swimmers dealt with the coupling between the 
movements of the swimmer and the avatar.  We had two main observations: first, that 
the movements must look the same, and second, the approximately 100msec of 
latency between movements was not a significant issue.   Swimmers rarely mentioned 
the lag in the system.  We believe that the fluid nature of the environment and the fact 
that the swimmer only had relative position cues to gauge where they were, mitigated 
the effect of lag. 

People with smaller bodies appeared to have a different experience than those with 
larger bodies, probably due to using a one-size-fits-all harness. 

Head-Mounted Display Issues 
Many swimmers commented that they enjoyed the third-person view in the HMD.  
Since the swimming apparatus affords full-body motion, it is thought that full-body 
perspectives helped the user maintain a stronger connection between their physical 
movements and those of the avatar within the virtual environment; seeing the avatar's 
arms, legs, head and torso moving synchronously with theirs.  This connection 
enhances intimacy with the device [9]. One difficulty, though, was that the HMD 
sometimes slipped during swimming. Some users suggested substituting a wrap-
around display or simply a monitor placed in front of the swimmer rather than the 
HMD.  Pierce et al. discuss other strategies to deal with HMD problems [18]. 

Swimmer Control 
Perspective changes in the HMD were automated by means of the control GUI. Thus, 
the attendant did not have to concentrate on changing it; however, the view changes 
seemed to confuse some swimmers.  The participant was unclear who was controlling 
the views.  Some swimmers originally thought they were able to change it even 
though it was just coincidence that the view changed.  This suggests a user difficulty 
in both execution and evaluation of the interface [16].  Similarly, the swimmer did not 
directly control when the experience started or stopped.  Rather, it required an 
attendant (out of the swimmer’s view) to switch between the view of the flight map 
and the virtual ocean environment.  It was observed that participants were also 
confused by this ambiguity. 

Swimmer in a Group of Swimmers as User 
The swimmer was also part of a second user group, that of a group of swimmers 
collectively swimming across the Pacific Ocean.  Our hope was to provide swimmers 
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with a broader experience in the exhibit than just using a virtual reality device. 
However, we observed that participants were confused by the concept of collectively 
swimming across the Pacific Ocean.  Our use of a “flight map over the ocean”, to 
convey the idea was confusing.  In addition, many users were disappointed to find 
that they were not swimming across the Pacific Ocean themselves, in compressed 
time. Quantitatively, during Imagina’05, participants judged with a score of 3.5 (std. 
dev = 1.0) suggestion they are between neutral and agree with being part of the team 
enhanced the experience. Thus, our solution to have the attendant provide the 
swimmer with additional instructions during the exhibit was not so effective. 

Attendant as User 
The primary job of the attendants is to help volunteers get into and out of the 
swimming apparatus according to the workflow as described in the Attendant 
Workflow section.  Essentially, they were a main part of the interface between the 
system and the participants and audience.  As such, they played three main roles 
during the exhibit: system user, performer and mediator.  The attendants scored 4.8 
out of 5 (std. dev. 0.66) by Imagina’05 participants when asked if they thought the 
attendants were helpful. 

For the attendant as system user, we provided a robust and flexible design of our 
system for attendants to use. The control GUI enabled the attendants to adjust the 
system’s parameters as needed. Initial parameters were set with only occasional 
adjustments afterwards, such as when an audience member or swimmer requested it. 
The simplicity of this interaction allowed the attendants to spend minimal time 
attending to the system and maximum time attending to the people.  

By being a performer for the audience the attendants provide a theatrical and 
entertaining context to the audience to entice them to try it.  Once an audience 
member agrees to become a participant, the theatrical context provides the mechanism 
to establish the attendant as a mediator that can be trusted.  Trust is important since 
the mediator and participant need to have intimate interactions, so that the participant 
can fully enjoy the experience and feel safe. Some design elements support the role of 
performer such as a special bright T-shirt with a logo that all attendants wear.  The T-
shirts functioned as a uniform and costume to maintain the attendant’s role as 
performer.  

We observed the attendants, as mediators, bridged the gaps in understanding 
between the complex layers of the system such as the swimming gear, the VR 
environment, the different perspectives, and the artistic context.  The mediation 
allows smooth human-computer interaction for the participants. Mediators give life to 
the installation beyond the technical aspects and make it accessible to the participants.   
As mediators, the attendants contextualized system deficiencies in cases where we 
encountered minor problems during the exhibit. Our design decision to use two 
harnesses influenced how the participant and the attendant related to each other.  
While waiting for the current swimmer, the attendant helped the participant get their 
gear on and continued to talk while waiting. The act of working together initiated 
contact that facilitated a bond that continued to grow while they waited together.   

Mediators interact with participants at two levels: verbal and tactile. Mediators talk 
to the participants to help them putting on gear, explaining what he is seeing or 
offering support to make him feel safe when he had to place his trust in the equipment 
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to hold him up. They also communicate and entertain participants to make them feel 
comfortable in swimming experience.  We anticipated this aspect in our design.   

We observed another important aspect of the mediator’s interaction: touch.  
Attendants had to touch participants regularly in the staging zone and the swimming 
zone (Figure 3). Touching made participants feel safe and complemented the verbal 
instructions.  We found participants responded very positively to the direct physical 
experience of being touched by the attendants, allowing them to enjoy the experience 
of being in the swimming apparatus.  We believe that the theatrical context of the 
exhibit allowed attendants to touch people in potentially sensitive areas that could 
have had quite negative consequences in other contexts.  However, since the response 
was positive, our observations suggest that touch is effective in mediating the 
experience in interactive installations that have complex layers of interaction.  We 
may only hypothesize in other mediated activities such as bungee jumping and 
skydiving that touch plays a similar role. 

Audience as User 
We observed several different roles audience members played: volunteers, 
communicators, and spectators. Volunteers are audience members who wish to 
participant in the exhibit and try the swimming apparatus.  They often interact with 
the current swimmer verbally as well as ask the attendant detailed questions while 
waiting. Communicators, though not interested in swimming, are the audience 
members who are interested in understanding the contents of the installation. They 
ask questions and interact with the attendants and even the swimmer. We observed 
that communicators are particularly interested in what the swimmer is seeing in the 
HMD. They like to follow the swimmer’s experience and they often interact with 
swimmer verbally; encouraging them, cheering them and joking with them. 
Communicators navigate the swimmer zone and audience zone spontaneously. 
Spectators, typically stand around the swimming apparatus watching and taking 
photos of the swimmer but generally do not talk to the attendants.  For them, the 
poster and brochure are useful sources of information.  Our design accommodates all 
the types of audience members, providing information, amusement and enjoyment for 
everyone. 

6   Summary 

We were very pleased that so many people enjoyed the Swimming Across the Pacific 
exhibit at ACM SIGGRAPH’04 and Imagina’05.  This result validates that our main 
design directions for this novel virtual swimming exhibit were correct. We made three 
contributions: first, we created a successful swimming experience exhibit based on a 
VR swimming apparatus that was enjoyed by participants and audience members; 
second, we identified multiple roles of the attendant to engage and enhance the 
participant and audience experience; and third, we developed an exhibit-oriented 
artistic context for the swimming apparatus. Thus, we believe that the approaches we 
use led to an enjoyable experience for all users informing the design of similar 
exhibitions that have complex interaction with technology. 
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Abstract. We report an implementation of GeneSys, which is a Web informa-
tion integration system on 3D virtual space. We have built Kwansei Gakuin Kobe
Sanda Campus as a virtual space called VKSC in which character agents navigate
a user. VKSC reflects the Web information concerning weather, school calendar,
and laboratories in the campus and the behaviour of agents changes depending on
the information. Conventional Web systems mainly aim at providing information
and knowledge to users, but GeneSys can additionally provide virtual experiences
to users.

1 Introduction

Character agents [6], which are also called life-like characters [8], believable agents [1],
or embodied conversational agents (ECA) [2], provide a natural and interactive interface
between computers and human users by incorporating conversational communication
technique in the interface. They become more attractive and entertaining by adding
emotional aspects to them.

A number of commercial products have been developed by Microsoft 1, Extempo 2,
Haptek 3, Artificial Life 4, and so on. These agents still need to be improved because
of their limited communication skills, but have a potential to be an ultimate interface
between computers and human users. For example, when we get in trouble to use a
computer or a software, the easiest way to fix the problem is just to ask our colleague
who knows the system well or to make a phone call to a support center of the system
developer. Unfortunately, such colleague or center is often unavailable or busy, so we
have to take an alternative way to consult Web sites that contain FAQs about the system,
but actually we often have another problem to find a right answer in the Web sites. If a
character agent is available on the Web sites and can answer our questions appropriately
through dialogue on behalf a staff of the support center, it must be very helpful and
appreciated.

1 http://www.microsoft.com/msagent/
2 http://www.extempo.com/
3 http://www.haptek.com/
4 http://www.artificial-life.com/
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We have been working on character agents as a Web interface [6,5,4]. Venus and
Mars [4] is a cooking recipe search engine which employs multiple character agents.
Each agent is an expert on a specific domain such as cooking recipes, health, and lo-
cal specialities, respectively. These agents collaborate to answer a question such as
“let me know a good recipe for recovering from cold. “ This question can not be an-
swered by a single agent because that requires both knowledge of cocking recipes and
health. Recommendation Battlers [5] is a restaurant recommendation system employ-
ing two character agents. Each agent collects restaurant information from an individ-
ual Web site, and recommends restaurants to a user competing with another agent.
These agents can be called presentation agents and related works have been done in
DFKI [9].

In the previous applications, character agents are just attached to a Web browser, so
they can move up, down, right, and left only and their actions are limited in the two di-
mensional space. In this paper, we extend the world where agents live from two dimen-
sional to three dimensional space and propose a Web information integration scheme
on the 3D virtual space.

2 Web Information Integration on 3D Virtual Space

In this paper, we provide a three dimensional virtual space which is tightly connected
to the Web information concerning the virtual space. Character agents in the virtual
space can have not only interactions through conversations with a user but also a more
advanced form of interactions through taking actions in the space.

We can utilize a virtual space as a platform to integrate Web information which
is distributed physically and logically. For example, in a university campus, there are
many departments, and there are a number of laboratories in each department. Many
of laboratories have their own Web pages, but the pages reside in an individual Web
site and are maintained individually. Through a browser, it may be difficult to experi-
ence a fact that two laboratories are in the same campus. If we can integrate the Web
pages related to the campus onto a 3D virtual space, it is easy for us to understand the
geographical relation among the Web pages.

The 3D virtual space can be evolved by utilizing the information on the Web site.
For example, by referring to the opening hours of a library that is available on the Web
page, we can open and close the gate of the library on the 3D virtual space according to
the time. This makes the virtual space more realistic.

Character agents take an important role as guides who navigate a user in the virtual
space recommending the related Web information. For example, when the user wants to
know the way from the main entrance of the campus to a laboratory which he/she wants
to visit, an agent navigates the user in the virtual space. In addition, the agent recom-
mends the related Web information, in which the user may show interest, encountered
on the way to the destination.

Of course, the user can walk around the virtual space freely without character
agents. He/she can get access to various information linked to the Web and can en-
counter various guide agents. This framework provides virtual experiences to users
based on the Web information.
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3 GeneSys

We are developing a system called GeneSys (world Generating System) which is a
prototype to embody Web information integration on a 3D virtual space. As shown
in Figure 1, we classify elements in the virtual space into a background, objects, and
agents. The background and objects are static elements which do not act autonomously
by themselves. On the other hand, agents are active elements which act autonomously in
the virtual space. Agents can influence objects but not the background. In other words,
they can change the state of the objects but not that of the background.

As shown in Figure 2, Genesys integrates real world information such as Web in-
formation and the time onto a 3D virtual space. Web information is generally specified
in HTML and a wrapper is used to extract information from a Web page. Genesys takes
Web information and the time information as its input and produces descriptions of the
background, objects, and agents as its output. These descriptions are displayed on Free-
Walk3 [7] which is a tool to browse a 3D virtual space and character agents. Figure 3

Objects  Background 

Agents  

Interactions

Active elements  

Static elements  

Fig. 1. Elements in 3D virtual space
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wrapper

Web  time  

Real world information 

GeneSys  

Agents, Objects, and Background  
 

FreeWalk  

User  

3D virtual Space 
(VRML) 

Fig. 2. Information integration on Genesys

shows an example of virtual space, consisting a virtual campus (Kobe Sanda Campus
of Kwansei Gakuin University) and multiple character agents, displayed on FreeWalk3.

A related work on integrating Web information on a 3D virtual space has been done
by Toru Ishida and his colleagues in the Digital City project [3]. A virtual shopping mall
has been developed and shops in the mall are linked to their corresponding Web sites.
If a user enters a shop, its Web page is opened in a browser to lead the user to its online
shopping. The virtual space in the Digital City project is static and does not change.
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On the other hand, our virtual space generated by GeneSys is dynamic and changes
depending on the Web information.

Fig. 3. Virtual campus and character agents on FreeWalk3

GeneSys  FreeWalk  

Weather report site
 wrapper  

Background
Time

Fig. 4. Linking the Web and the background
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4 Web Information Integration on GeneSys

We describe how real world information obtained from the Web integrates onto a 3D
virtual space by using an example of VKSC (Virtual Kobe Sanda Campus).

 

(a) the day time

(b) the night time
Fig. 5. Backgrounds in day time and night time
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(a) gate closed (b) gate open

Fig. 6. Linking the Web and objects

Fig. 7. A guide agent shows the list of laboratories
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Fig. 8. A guide agent shows the information of laboratory

4.1 Linking the Web and the Background

As shown in Figure 4, Genesys collects the weather information of the southern Hyogo
prefecture, where Kobe Sanda campus is located, from a weather report site5 through
a wrapper program. It also obtains the current time from the system clock. It then pro-
duces the background in which the weather reflects the Web information and the bright-
ness reflects the current time. We show the difference between day and night of a fine
day in Figure 4. Linking the Web and the time information to the background enhances
the reality of the virtual space.

4.2 Linking the Web and Objects

GeneSys can make the calendar information in the university’s Web site6 reflect the
state of the main entrance in VKSC. When it is on holidays, the entrance is closed as
shown in Figure 6(a) and when not, it is open as shown in Figure 6 (b). Changes of the
state of objects influence behaviours of character agents as mentioned later.

4.3 Linking the Web and Agents

The guide agents in VKSC navigate the user from the main entrance to a laboratory that
the user wants to visit. At first, a guide in pink shows the list of laboratories (Figure 7).

5 http://www.imoc.co.jp/yohou/yohou 4.htm
6 http://www.kwansei.ac.jp/student/years calender.html
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Fig. 9. A guide agent navigates the user in VKSC

It then shows the information of the laboratory chosen by the user. (Figure 8). Finally,
another guide agent in orange navigates the user from the main entrance to the labora-
tory chosen (Figure 9).

We can send instructions to agents through the laboratory’s Web pages. For exam-
ple, we insert the following description into the Web page.

<GeneSys:
owner = "Yasuhiko Kitamura"
affiliation = " Department of informatics"
goal = "Room 31"
information = "Our current research project includes Web
information integration on 3D virtual space."
:GeneSys>

In this description, owner specifies the owner of the Web page, affiliation
specifies the affiliation of the owner, goal specifies the destination to which a guide
agent navigate a user, and information specifies the laboratory information that the
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guide agents answer when asked by a user. The guide agents collect this description
through a wrapper and utilize it for their navigation.

When a laboratory is chosen by the user, the guide agents show the attribute
information and navigate the user to the place specified by the goal attribute.

We can easily update the description in the Web page and the agents change their
behaviour depending on the change.

4.4 Interaction Between Objects and Agents

The guide agents take actions according to the state of objects. For example, when the
main entrance is closed on holidays, the agents bypass the main entrance and enter
through a sub entrance which is open even on holidays. To embody this function, a
simple planner based on the shortest path algorithm is embedded in the guide agents.

5 Summary and Future Work

This paper proposes a framework where Web information distributed on the Internet is
integrated on a 3D virtual space and introduces a prototype called GeneSys. Genesys
collects Web information related to the virtual space and produces the background,
objects, and agents depending on the Web information. By using this scheme, we
cab enhance the virtual space to be more realistic and dynamic according to the Web
information.

The main goal of conventional Web systems is to provide information or knowledge
to users. By integrating the Web information onto a 3D virtual space, it also provides
a field where a user virtually experiences the information. Character agents take an
important role in the virtual space to provide the information and to guide in the virtual
space through natural and various ways of interactions with the user.

At present, a prototype has been just developed. From a viewpoint of character
agents, our future work is to enhance the functionality of the agents. By using GeneSys,
the 3D virtual space is updated according to the Web information, so the agents need
to be adaptive to the updates. At present, they have just a simple form of planning
scheme to find a shortest path to a destination, but they need to plan more elaborate
aspects of agents such as conversation, gesture, actions, and emotion, to guide users
more efficiently and naturally.
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Abstract. In this paper, we propose an ikebana support system which
can reflect kansei employing interactive evolutionary computation. In
the conventional flower layout support system, users cannot adjust the
presented layouts. In the proposed system, users can adjust and evalu-
ate the presented layouts. Moreover, new functions are implemented so
that the system can learn users’ preferences from their adjustments and
evaluations. In addition, we deal with basic styles of ikebana which differ
in many schools of Japanese ikebana. From evaluation experiments, it
is indicated that the proposed system can present layouts which satisfy
both ikebana beginners and advanced ikebana learners.

Keywords: Evolutionary computation, ikebana, image scale.

1 Introduction

Since designs have become very important, there are great demand for design
support which reflects individual kansei [1]-[5].

People enjoy ikebana as hobby and culture not only in Japan but also in
foreign countries. There are many people who are interested in ikebana and
want to learn. The design support system is a very useful tool in such a case.

Generally, we know that evolutionary computation is useful as a way to solve
problems which involve complex various factors [6]-[8]. Interactive evolutionary
computation is a method which takes in the evaluations decided by users. It is
considered that interactive evolutionary computation is useful especially for the
intellectual works, such as designs reflected inclinations and kansei of users. For
example, it is applied to the field of interior design [5].

We have proposed a flower layout support system with interactive evolution-
ary computation [10]. The system used the image scale to deal with atmosphere
of ikebana on the whole [14]-[17]. In general, There is a problem of the interactive
evolutionary computation: exhaustion of users by long time working in the case
that many design factors are needed [9]. The system reduces the exhaustion of
the work by using the interface with virtual reality [11].

However, there is another problem that users cannot make improvements at
all to the layouts. What users do is only evaluating the layouts after inputting

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 456–467, 2005.
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their image to the system at first. So, it is not practical for advanced ikebana
learners. They can make the ikebana more beautiful by changing the vase, flowers,
and the angles of the flowers. Then they need to be able to make improvements
to the layouts. Also, ikebana beginners learn the basic styles of each school at
first. They arrange flowers on the basis of the styles [19]. Therefore, the system
needs to show the basic styles for them.

In this paper, we improved the conventional system from these points men-
tioned so far. The proposed system can learn the inclinations of users from not
only the evaluations of users but also the adjustments of users. The system
is more practical: Users can make ikebana, cooperating with the system more
interactive.

2 Proposed ikebana Support System

2.1 Outline of Proposed System

Fig.1 shows the outline of this system. Users input the season and the image
which they prefer for ikebana. The image is input as kansei word on the image
scale which is proposed by Kobayashi[17]. It is shown in Fig.2. Image scale works
as if it is the database of image. The feature of the image is derived from the
position of the word. Based on the image and the season, each individual of the
first generation is made as each layout. Then, three individuals with the highest
fitness level are shown to users. Users can evaluate them and adjust them in
respect of the following:

– vase and flowers
– size and position of each flower
– largeness of each flower

The proposed system has the interface where the layout is presented and users
adjust and evaluate it. Users can see it on the screen from various angles. Based

image
season

input
User

System

Genetic Algorithm

outputadjust

learning

 layout

ikebana parameter

type flower1 ... flower6

knowledge
color
figure

fitness

size
gravity point

width
moment

color

kind position

vase

length angle

Fig. 1. Outline Fig. 2. Image scale
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on the evaluations and the adjustments of users, the knowledge base in the
system is updated. Then individuals are remade in the next generation by the
framework of interactive genetic algorithm. Therefore the proposed system can
learn the preferences of users.

2.2 Basic Knowledge on ikebana

Here we explain the basic knowledge on ikebana. We applied this knowledge to
the proposed system. The fundamental of ikebana is to make the triangle with
three flowers. They are the main flowers called ”Yaku-eda”. Yaku-eda consists of
”Shin”, ”Soe” and ”Tai” [20]. Shin is the longest, Tai is the shortest and Soe is
middle in them [20]. The other flowers are called ”Ashirai”. The length of each
Ashirai is shorter than Yaku-eda.

The length of each Yaku-eda is decided based on the size of the vase: The
length of the vase is determined by its height and the diameter. The length of
Shin is about 1.5 times of that of the vase. The length of Soe is about 0.75 times
of that of Shin. The length of Tai is about 0.75 times of that of Soe.

l = h + d (1)
a = λ1l (2)
b = λ2a (3)
c = λ2b . (4)

where l is the length of the vase, h is the height of the vase, d is the diameter
of the vase, a is the length of Shin, b is the length of Soe, c is the length of Tai
and λ1, λ2 are the random numbers.

In the proposed system, we deal with the Upright Style and the Slanting
Style[19]. We prepare the basic styles on the basis of the introductory books of
ikebana [18]-[20]. The angle of each Yaku-eda is shown in these styles. At the
initializing stage, the proposed system selects the style and decides the angle of
each Yaku-eda from the style.

2.3 Initialization of the System

At first, users input the kansei word e and the season. Then, the system divides
HS color space to 10x10 areas equally and calculates the histogram of the color
scheme of the kansei word e. Fig.3 and Fig.4 show HS color space and the first
and second distribution areas. This color scheme is decided by the kansei word e.
We applied both the first and second distribution areas to evaluate the layouts.

(Ce1x, Ce1y) : the x − y coordinate of the first distribution area for e
(Ce2x, Ce2y) : the x − y coordinate of the second distribution area for e

Next, probability for selecting vase is calculated according to the position of the
kansei word e on the image scale.
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2.4 Feature Quantities of ikebana

We selected the feature quantities about the color scheme and the figure.
Four feature quantities about the figure are based on [10].

– Size V
This is the size of the space made by the layout.

– Gravity point G
This is the mean vector that heads from the root to the edges of the flowers.
The slant is calculated by the ratio of x-coordinate or z-coordinate to y-
coordinate of G.

– Width W
This is the width of the layout from an anterior view.

– Complexity M
This means the momentum.

These feature quantities are expressed as follows:

V = S | G | (5)

G =
1
N

N∑
i

P i (6)

W =
1
N

N∑
i

| Pix | (7)

M =
1
V

N∑
i

| G − P i | . (8)

where N is the number of the flowers, S is the area of the triangle made by
Shin,Soe and Tai. P i is the vector that heads from the root to the edges of the
flowers, and Pix is the x-coordinate of P i. These are shown in Fig.5 and Fig.6.

HS color space is better than RGB color space to deal with the feature
quantities about the color [12][13]. HS color space consists of hue and saturation.
The system divides HS color space to 10x10 areas equally and calculates the
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histogram of the color scheme of the layout as shown in Fig.3. These feature
quantities are shown as follows:
(Ci1x, Ci1y):the x − y coordinate of the first distribution area for the layout
(Ci2x, Ci2y):the x − y coordinate of the second distribution are for the layout.

2.5 Interactive Evolutionary Computation

We use genetic algorithm (GA) as evolutionary computation.
Each individual fitness is determined by the color and the shape.

Ei = Eic + Eif . (9)

where Ei is the fitness of individual i, Eic is the color evaluation of individual i,
and Eif is the figure evaluation of individual i.

The figure evaluation is shown as,

Eif = j(Gix, Giy, Giz)(fv(Eiv) + fg(Eig) + fw(Eiw) + fm(Eim)) (10)
Eiv = Vi − Vave (11)

Eig =
Gix

Giy
− Gavex

Gavey
(12)

Eiw = Wi − Wave (13)
Eim = Mi − Mave . (14)

where the subscript ave means the average of the same generation, Gx and Gy are
the x and y coordinate of G, respectively, and j(x, y, z) is the element(x, y, z) of
the matrix J . J is the figure-learning map. All elements of J are initialized to 1.

The evaluations of each feature are calculated by the evaluation functions.
The evaluation functions are decided by the position of e on the image scale.
These evaluation functions are shown in Table 1.
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Table 1. Functions for evaluating the figure

function area output
input x ≥ 0 input x < 0

fv(x) Warm-Soft 0.5 0.5
Warm-Hard 1.0 0.0
Cool-Soft 0.0 1.0
Cool-Hard 0.5 0.5

fg(x) Warm-Soft 0.0 1.0
Warm-Hard 0.5 0.5
Cool-Soft 0.5 0.5
Cool-Hard 1.0 0.0

fw(x) Warm-Soft 1.0 0.0
Warm-Hard 0.5 0.5
Cool-Soft 0.5 0.5
Cool-Hard 0.0 1.0

fm(x) Warm-Soft 0.5 0.5
Warm-Hard 1.0 0.0
Cool-Soft 0.0 1.0
Cool-Hard 0.5 0.5

Also, the evaluated value is 0 when the ratio of Gx or Gz to Gy is larger than
the golden section ratio 1.618. This means that the layout is too slant.

The evaluation value of the color is shown as,

Eic =
t(Ci1x, Ci1y)

(Ce1x − Ci1x)2 + (Ce1y − Ci1y)2
+

t(Ci2x, Ci2y)
(Ce2x − Ci2x)2 + (Ce2y − Ci2y)2

.

(15)

where t(x, y) is the element (x, y) of the matrix T . T is the color-learning map.
The map is the correspondent map where HS color space is divided 10x10 equally.
All elements of T are initialized to 1.

The coding sequence of the gene is shown in Fig.7.
In the proposed system, the crossover and the mutation are carried out as

the genetic operation.

– crossover
The crossover is carried out with each Yaku-eda in each gene. For example,
the flower used as Shin in an individual is crossed over the flower used as Shin
in another individual. The same kind flower of Yaku-eda is used to Ashirai
which aids Yaku-eda.

– mutation
A new individual is made by mutation.

2.6 Learning

Learning is carried out to update the knowledge in the proposed system based
on the adjustments and evaluations by users. When the evaluation is good, this
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system learns the color, the style and the figure of the layout. Now we explain
the learning.

The color-learning map is used for learning the color. Fig.8 shows the color-
learning map. When the evaluation to the layout is good, the histogram of the
color scheme is calculated in HS color space. Then T is updated and the ele-
ments of the first distribution area, the second distribution area and their four
proximities are updated. The update procedure is the follows.

tnew(Ci1x, Ci1y) = t(Ci1x, Ci1y) + RC (16)
tnew(Ci1x + 1, Ci1y) = t(Ci1x + 1, Ci1y) + 1 (17)
tnew(Ci1x − 1, Ci1y) = t(Ci1x − 1, Ci1y) + 1 (18)
tnew(Ci1x, Ci1y + 1) = t(Ci1x, Ci1y + 1) + 1 (19)
tnew(Ci1x, Ci1y − 1) = t(Ci1x, Ci1y − 1) + 1 (20)

tnew(Ci2x, Ci2y) = t(Ci2x, Ci2y) + RC (21)
tnew(Ci2x + 1, Ci2y) = t(Ci2x + 1, Ci2y) + 1 (22)
tnew(Ci2x − 1, Ci2y) = t(Ci2x − 1, Ci2y) + 1 (23)
tnew(Ci2x, Ci2y + 1) = t(Ci2x, Ci2y + 1) + 1 (24)
tnew(Ci2x, Ci2y − 1) = t(Ci2x, Ci2y − 1) + 1 . (25)

where RC is 4 when the evaluation by a user is very good or 3 when the evaluation
is good.
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The style learning is learning the style. When the evaluation is good, the
proposed system learns the angles of the flowers in the style. The angle around
z-axis is changed by this learning. By learning the style, the difference of the
schools gets less. If advanced ikebana learners use this system, the style learning
is useful for learning the style which they like.

αnew = α − η(α − αu) (26)
βnew = β − η(β − βu) (27)
γnew = γ − η(γ − γu) . (28)

where α, β and γ are the angle of Shin, Soe and Tai of a style around z-axis, respec-
tively, αu, βu and γu are the angles adjusted by users, and η is the learning rate.

The figure-learning map is used for learning the figure. Fig.9 shows the figure-
learning map. When the evaluation is good, the figure-learning map is updated.
Fig.10 shows the update of the figure-learning map. The figure-learning map
is the area where the layout is set. The area is divided 8x4x8 equally. This
map is the matrix which corresponds to the area. Each element of this map
corresponds in position to the divided area. This map learns the position of G.
G can represent the largeness and stability of the layout.

jnew(Jix, Jiy, Jiz) = j(Jix, Jiy, Jiz) + RJ (29)
jnew(Jix + 1, Jiy, Jiz) = j(Jix + 1, Jiy, Jiz) + 1 (30)
jnew(Jix − 1, Jiy, Jiz) = j(Jix − 1, Jiy, Jiz) + 1 (31)
jnew(Jix, Jiy + 1, Jiz) = j(Jix, Jiy + 1, Jiz) + 1 (32)
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jnew(Jix, Jiy − 1, Jiz) = j(Jix, Jiy − 1, Jiz) + 1 (33)
jnew(Jix, Jiy, Jiz + 1) = j(Jix, Jiy, Jiz + 1) + 1 (34)
jnew(Jix, Jiy, Jiz − 1) = j(Jix, Jiy, Jiz − 1) + 1 . (35)

where (Jix, Jiy, Jiz) is the coordinate of the area which the gravity point of
individual i belongs to and RJ is 4 when the evaluation by users is very good or
3 when the evaluation is good.

3 Experiments

In order to evaluate the proposed system, we conducted two experiments. One is
the experiment for ikebana beginners and the other is that for advanced ikebana
learners. In the advanced ikebana learners, some are the people who practiced
ikebana for many years.

3.1 Experimental Environment

We conducted the experiments to 8 beginners and 8 advanced learners. The
experimental procedure is the following.

1. input the image and the season.
2. evaluate and adjust the layouts presented by the system.
3. order the system to remake the layouts.
4. repeat 2 and 3.

We asked them to evaluate the layouts by 5 levels. The items that they
evaluated are the color, the figure and the global image. In addition, we asked the
advanced learners to answer whether this system is useful for the idea generation
support. The parameters used in these experiments are shown in Table 2.

3.2 Experimental Result

Fig.11 and Fig.12 show the result of advanced ikebana learners and that of
ikebana beginners, respectively. From these figures we can see that the proposed

Table 2. Parameters used in the system

item value

individual number 100

the ratio of crossover 0.5

the ratio of mutation 0.l

λ1 1.5 - 2.0

λ2 0.66 - 0.75

η 0.5 - 0.8
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Fig. 11. Result of advanced ikebana

learners

Fig. 12. Result of ikebana beginners

Fig. 13. Idea generation support Fig. 14. Transition of the average evalu-

ation value

system is more useful for beginners. Fig.13 shows whether this system could
support them to generate new ideas. From this figure, it is considered that this
system is useful for the idea generation support.

It was observed that advanced learners tend to adjust the layouts frequently.
Therefore we examined the transition of the average evaluation value of each
generation. The result is shown in Fig.14. It shows that the average value goes
up as generation proceeds. We got some suggestions from advanced learners. We
show some of them.

– I felt as if I arranged ikebana actually.
– When we cut a real branch too short, it cannot be restored. So, it is useful

that we can simulate the length of flowers.
– It is better that the kinds of flowers and the colors increase.
– It is better that the kinds of the bend of the branches and the leaves increase.
– It is better that we can change the color of the vases.
– I enjoyed it.

The followings are suggestions from beginners.

– We can make ikebana which we want easily.
– I enjoyed it purely.

3.3 Examples of Layouts

Figs.15-18 show the examples of layouts. Various kinds of layouts are obtained
by the proposed system.
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Fig. 15. Advanced learner, pretty
(the third generation)

Fig. 16. Advanced learner, comfortable
(the second generation)

Fig. 17. Beginner, charming
(the first generation)

Fig. 18. Beginner, luxurious
(the second generation)

4 Conclusion

In this paper, we have proposed ikebana support system which can reflect kansei
employing interactive evolutionary computation. From the experiments, it is
considered that this system can present the layouts which satisfy both ikebana
beginners and advanced ikebana learners. Also, it is shown that this system can
learn the preference of users.
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Abstract. The current paper applies media equation research to video game de-
sign. The paper presents a review of the existing media equation research, de-
scribes a specific study conducted by the authors, discusses how the findings of 
the study can be used to inform future game design, and explores how other 
media equation findings might be incorporated into game design. The specific 
study, discussed in detail in the paper, explores the notion of team formation be-
tween humans and computer team-mates. The results show that while highly 
experienced users will accept a computer as a team-mate, they tend to react 
more negatively towards the computer than to human teammates (a ‘Black 
Sheep’ Effect).  

Keywords: Media Equation, Team Formation, Groups, Game Design. 

1   Introduction 

The media equation is based on the idea that people respond socially to computers. In 
its simplest form the media equation can be stated as ‘media equals real life’: more 
broadly it is the concept that people’s interactions with televisions, computers and new 
media are fundamentally social and natural [1]. In media equation studies, the social 
dynamics surrounding human-human interactions are shown to exist in human-
computer interactions. The studies conducted supporting the media equation all follow 
a similar research process. The process is as follows: (a) pick a social science finding 
(usually within social psychology or sociology) which concerns behaviour or attitudes 
towards humans, (b) substitute ‘computer’ for ‘human’ in the statement of the theory 
e.g., ‘people like people that flatter them’ becomes ‘people like computers that flatter 
them’ [2], (c) replicate the methodology of the social science study but replace one or 
more humans with computers, (d) determine if the social rule still applies [3]. 

A myriad of different media equation effects are described in the literature. The 
vast majority of this research can be considered to fall into four categories, reflecting 
the kinds of psychological or sociological effects that are being explored. Human re-
search in the areas of traits, social rules and norms, identity, and communication has 
been shown to be applicable to human-computer interactions. Media equation re-
search focusing on human traits includes studies on gain-loss theory [4], social facili-
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tation [5], social presence [6] and principles of attraction [6-8]. For example, research 
has shown that people tend to prefer computers that are similar to themselves [8, 9] 
which parallels the tendency to prefer other people who are similar to oneself (the 
similarity attraction hypothesis) [10-12]. The media equation research concentrating 
on social rules and norms has explored reciprocity [13-16], flattery [2, 17], politeness 
[18], assignment of roles [19] and praise and criticism [20]. For example, there is evi-
dence that people perceive a computer who criticises others to be smarter than a com-
puter that praises others, which is the same process that tends to occur between people 
[20]. Media equation research focusing on identity incorporates studies on group for-
mation and affiliation [21, 22], self-serving bias [23], and stereotyping [24]. For ex-
ample, research has shown that people (both male and female) will apply gender-
based stereotypes to a computer as a function of whether the computer communicates 
using a male or female voice [24]. The media equation research directed towards is-
sues of communication has included studies exploring party host behaviour [25], bal-
ance theory [26] and emotion theory and active listening [27]. The latter researchers, 
for example, found that for people experiencing negative affect (e.g., frustration), in-
teracting with a computer that provided sincere non-judgmental feedback led to a 
moderation of the negative feelings experienced (as often happens when people talk 
to other people who offer sincere non-judgmental feedback). 

1.1   General Applications of the Media Equation 

Recently, the media equation has been applied to the design and implementation of 
software programs, interfaces and electronic devices. Both the general theory, that 
people tend to treat computers as though they are real people and places, and specific 
media equation findings have proven useful to designers. Cooper [28] applied the me-
dia equation theory (particularly findings regarding politeness; see [18]) when creat-
ing a series of principles for programmers to use when designing software. Diederiks 
[29] analyzed ‘L-icons’ (virtual personal friends that make viewing recommendations 
for a television system) and ‘Bello’ (a virtual pet dog that facilitates voice control for 
a television set) and found evidence that animated characters deploying social behav-
iour and social rules make it easier to interact with consumer electronic products. 
Friedman, Kahn and Hagman [30] found that as a result of the social cues they pro-
vide, AIBO robots (small robotic dogs produced by SONY) provide their owners with 
social companionship and emotional satisfaction. Based on the media equation litera-
ture, Johnson [31] designed and implemented guidebots (or virtual tutors) based on 
the behaviour of actual human teachers. The results of this work are being used to 
create a social intelligence model to be incorporated into a guidebot-enhanced inter-
face, which will be able to assess when pedagogical interventions are appropriate. 
These examples represent a sample taken from the population of published applica-
tions of the media equation, and as such do not represent the full scope of applications 
drawing on media equation research that are currently in existence. 

1.2   Experience as a Moderator of the Media Equation 

Recent research conducted by Johnson, Gardner and Wiles [17] found evidence sug-
gesting a link between degree of experience with computers and propensity to show a 
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media equation response to computers. An informal survey of computer users of vary-
ing levels of experience revealed that most people expect that users with high levels 
of experience with computers are less likely to exhibit the tendency to treat computers 
as though they were real people. This belief is based on the argument that more ex-
perienced users, having spent more time using computers, are more likely to view the 
computer as a tool. They are more likely to be aware of the computer’s true status -- 
that of a machine. However, the research conducted does not support this argument, 
Johnson et al. found that more experienced participants were more likely to exhibit a 
media equation response. 

Specifically, participants of high experience, but not low experience, displayed a 
media equation pattern of results, reacting to flattery from a computer in a manner 
congruent with peoples’ reactions to flattery from other humans. High experience par-
ticipants tended to believe that the computer spoke the truth, experienced more posi-
tive affect as a result of flattery, and judged the computer’s performance more favora-
bly (for a detailed discussion of these findings, their relation to the media equation 
and it’s theorized relationship to mindlessness the reader is directed to the original 
paper [17]). 

1.3   Group Identity and the Media Equation 

One of the strongest findings in intergroup behaviour research is the minimal group 
effect [32]. The minimal group paradigm is an experimental methodology developed 
by Tajfel and colleagues in order to explore the minimal conditions required for inter-
group behaviour (including team formation) [33]. In Tajfel and colleague’s original 
study, participants were invited to take part in a study on decision making and as-
signed to one of two groups on the basis of their reported preference for paintings by 
either the artist Klandinski or Klee. Participants were then given the opportunity to al-
locate money to pairs of fellow participants identified only by group membership. The 
results indicated that participants tended to strongly favor their own group [33]. The 
striking feature of this and subsequent minimal group paradigm (MGP) studies is that 
team affiliation effects resulted even though the categorisation was on the basis of a 
largely arbitrary criterion, the groups created had no history or future, and self-interest 
was not a motivating factor for participants [32].  

More recently, MGP studies have shown categorisation and associated affiliation 
effects on the basis of coin toss allocations to groups K or W [34], painting prefer-
ences [35, 36], line length estimation (overestimators and underestimators) [37], ran-
dom categorisation to groups X and Y [38], figural versus grounded perceptual style 
[39], shape dependency and independency [40], and concave and convex attention 
styles [41].  

1.4   The Current Study 

The current study was designed to test whether minimal categorisation could be used 
to create a sense of team affiliation between human participants and computers. It was 
hypothesized that participants would show group affiliation effects as a result of being 
placed on a team with a computer (H1). Moreover, it was hypothesized (based on 
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previous research) that this effect would be stronger for participants with a greater de-
gree of experience with computers (H2).  

2   Method 

2.1   Procedure 

Sixty University of Queensland students participated in the study (40 females and 20 
males). Participants ranged in age 17 to 35, with an average age of 19.8 years. 

Participants were initially told that the study dealt with decision making with com-
puters. Participants were informed that the computers they were working on had been 
trained to use neural networks to complete two different tasks: a text rating task 
(TRT), and a desert survival task (DST).  

For the TRT, participants read a body of text and rated the extent to which six 
words (descriptive, emotive, intriguing, factual, stimulating, entertaining) accurately 
described the text. Then the computer presented its own ratings. Ostensibly, the com-
puter ratings were based on the neural network it employed; in fact, the computer rat-
ings were systematically different to the participants’ ratings. After viewing the com-
puter’s ratings, participants were allowed to alter their original ratings.  

For the DST, participants were asked to imagine they were stranded in the desert 
and to rank 12 items according to their importance for survival. When participants 
had completed their ranking, the computer gave a suggested ranking and listed a ra-
tionale for its suggestions. Ostensibly, the computer used a neural network to rank the 
items; in fact, the computer’s ranking was systematically different from the partici-
pant’s. After viewing the computers’ suggested ranking and rationale, participants 
were allowed to alter their own rankings.  

The experiment had three conditions: control (N = 25), human team (N = 19), and 
human-computer team (N = 17). In the control condition, participants were told they 
would be working on their own during the experiment, and the experimental materials 
and procedures were designed to promote the notion of individual work. In the human 
team condition, participants told they would be working as part of one of two teams, 
and materials and procedures were set up to promote the distinction between the peo-
ple in the teams. In the human-computer team condition, participants were also told 
they would be working as part of one of two teams, but materials and procedures were 
set up to include the computers as part of each team. 

2.2   Measures 

After all interaction with the computer was complete, participants completed the writ-
ten questionnaire. Participants’ degree of experience with computers was assessed, 
and they were classified as having low or high experience. To assess mood, the ques-
tionnaire included the Positive and Negative Affect Scale; 20 mood descriptors de-
signed to assess mood states [42]. Participants’ attitudes towards the TRT and the 
DST were assessed; participants also rated the quality of the information provided by 
the computer. To assess their openness to influence from the computer, participants 
rated seven items drawn from prior research [21, 22]. For each task, participants were 
asked to assess the extent to which their ratings/rankings had changed: a subjective 
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measure of the degree to which respondents were influenced by the computer. Objec-
tive measures of the extent to which participants were influenced by the computer 
were also recorded by summing numerical changes in participants’ ratings and rank-
ings. Demographic data were also collected. 

Exploratory factor analyses were conducted to identify variables to be combined 
into scales. Analysis of the PANAS items showed a two-factor solution, with the 10 
positive mood descriptors loading on one factor (Positive mood; Cronbach’s  = .78) 
and the 10 negative mood descriptors loading on another factor (Negative mood;  = 
.74). The three items assessing ratings of the TRT loaded on a single factor (TRT rat-
ing;  = .91). Similarly, the three items assessing ratings of the DST loaded on a sin-
gle factor (DST rating;  = .87). The three items rating the quality of the computer in-
formation loaded on a single factor (Information quality;  = .85), as did the seven 
items assessing respondent’s openness to influence (Openness to influence;  = .91). 

3   Results 

A series of one-way ANOVAs were conducted on the dependent measures, with the 
experimental manipulation (control, human team and human-computer team) as the 
independent variable. Results from these initial analyses were non-significant. Prior 
findings suggest that media equation effects are more apparent amongst people with 
more extensive experience with computers [17], so the sample was split into respon-
dents with low and high experience with computers. Subsequent one-way ANOVAs 
were conducted separately for these two groups. The ANOVAs conducted on the low-
experience respondents (N = 32) showed no significant effect of experimental ma-
nipulation for any of the dependent measures. 

The ANOVAs conducted on the high-experience respondents (N = 28) showed 
significant effects across the experimental manipulation for several measures. There 
were significant differences across conditions for the ratings of both the TRT (F(2,25) 
= 3.87, p < .05) and the DST (F(2,25) = 3.90, p < .05). Examination of the mean 
scores indicated that high experience participants in the human team and human-
computer team conditions rated both tasks more positively than their counterparts in 
the control condition (see Table 1). No such pattern existed for low experience par-
ticipants. This finding suggests that for high experience (but not low experience) re-
spondents, simply being placed in a team was sufficient to promote more positive atti-
tudes to the tasks than working alone (in the control condition). 

For high experience respondents’ subjective measures of how much they were in-
fluenced by the computer, there were significant differences across conditions for the 
text rating task (F(2,25) = 4.10, p < .05), but not the desert survival task. Mean scores 
for the TRT suggested that respondents reported less alteration of their responses in 
the human-computer team condition than in the control and human team conditions 
(see Table 1). High experience respondents, who were working in a team with other 
people and a computer, subjectively rated themselves as being less influenced by the 
computer in the TRT than high experience participants in either the control condition 
or the human team condition. 

High experience respondents showed significant differences across conditions for 
both their ratings of the quality of information provided by the computer (F(2,25) = 
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5.01, p < .05), and their openness to influence from the computer (F(2,25) = 3.77, p < 
.05). Mean scores for these measures indicated that high-experience respondents in 
the human-computer team condition rated the quality of information from the 
 

Table 1. Mean Scores for Dependent Measures Across Conditions 

Low Experience High Experience 
Measure 

Control Human  Human-
Comp  

Control Human  Human-
Comp  

TRT Rating 4.0 3.3 3.2 2.5 4.5 4.4 

DST Rating 5.7 4.6 5.1 4.4 5.7 6.1 

TRT Subjective Infl. 2.1 1.0 1.6 1.0 1.7 0.6 

Information Quality 5.5 5.6 6.0 6.1 5.8 4.6 

Openness to Infl. 5.8 5.2 5.2 6.1 6.0 4.5 

TRT Objective Infl. 118.6 122.1 115.3 121.1 107.2 143.6 

DST Objective Infl. 27.0 28.2 25.7 20.8 13.7 32.7 

 

computer lower, and reported lower openness to influence from the computer than 
those in the control and human team conditions (see Table 1). When high experience 
participants were placed in a team with a computer as well as other humans, they 
were less positive about the quality of information provided by the computer, and re-
ported being less open to being influenced by the computer. 

Amongst high experience respondents, there were significant differences across 
conditions for the objective measures of the computer’s influence for both the text rat-
ing task (F(2,25) = 6.07, p < .01) and the desert survival task (F(2,25) = 4.00, p < .05). 
Mean scores for these measures indicated that high-experience respondents in the 
human-computer team condition had ratings/rankings that were further from the com-
puter’s suggestions in both the TRT and the DST than their counterparts in the control 
and human team conditions (see Table 1). In both tasks, high experience participants 
in a team with a computer were less influenced by the computer, than were high ex-
perienced participants in the human team and control conditions. 

4   Discussion 

Consistent with previous media equation research [17], a media equation pattern of 
behaviour was exhibited by participants who had high experience with computers but 
not by participants with low experience with computers (supporting H2). An unex-
pected but consistent pattern of results arose for high experience participants across 
the human team and human-computer team conditions. Broadly, high experience par-
ticipants in the human-computer team condition rated the quality of information from 
the computer lower, felt they were less open to influence from the computer, per-
ceived their own responses to the text rating task to be less influenced by the com-
puter’s ratings, and were actually less influenced by the computer’s response in both 
the text rating and desert survival tasks than were high experience participants in the 
human team condition (contrary to H1). This finding is in contrast to the findings of 
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Nass and colleagues [21, 22] in which participants (on a team with a computer team-
mate) perceived the computer as having more influence, rated the quality of informa-
tion from the computer more highly, and conformed more to the computers recom-
mendations when the computer was made a part of the team.  

The contrary pattern of results obtained in the current study is intriguing, as it is 
not possible to conclude that the identity manipulation did not work. Firstly, team af-
filiation effects are present for high experience participants in terms of rating of the 
tasks. Secondly, those in the human-computer team condition did not show the same 
attitudes and behaviour as those in the human team condition. Those who had a com-
puter teammate as well as human teammates generally reacted negatively towards the 
computer in comparison to those who were part of a team without the computer as a 
teammate. This finding suggests that there is something unique about being on a team 
that includes a computer, which evokes a negative reaction towards that computer. 

This result raises the question of why these high experience people would be in-
clined to disregard or undervalue the computer’s recommendations. Our initial con-
sideration of the social identity literature led us to hypothesise the opposite pattern of 
results. We expected high experience participants to be more likely to treat the com-
puter as a team member and thus, expected them to be more likely to be influenced by 
the computer’s ratings and rankings in the two tasks, when the computer was made 
part of the team. The pattern of results obtained contradicted these expectations; high 
experience participants working with the computer as a team member were less influ-
enced by the computer than either low experience participants or participants in which 
the computer was not a team member. 

However, further exploration of the social identity literature leads to explanations 
of these results that are in line with the media equation explanation of people’s reac-
tions to computers. Research has been conducted identifying a phenomenon known as 
the ‘Black Sheep Effect’, whereby group members may reject another group member 
based on that group member’s deviation from the group prototype [43-50]. These 
studies highlight unfavourable evaluations and derogation of ingroup members as a 
form of ingroup bias that marginalises members who threaten positive ingroup iden-
tity. If the current findings are considered in light of the ‘black sheep effect’, then 
they can be interpreted as a clear example of media equation behaviour. Specifically, 
high experience participants placed on a team with the computer (but not low experi-
ence participants) treat the computer like a person to the extent that they perceive the 
computer as a member of the ingroup, albeit a member of the group that does not con-
tribute positively to their group identification. As a result, high experience partici-
pants derogate this less positively perceived group member (the computer) by placing 
less value on its recommended ratings and rankings and generally perceiving its con-
tribution to be of less value. This derogation of the computer and the information it 
provides does not occur among high experience participants unless the computer is 
implied to be a member of the team. Low experience participants, on the other hand, 
do not exhibit a media equation pattern of results; even when it is implied that the 
computer is a team member, the computer is not perceived as a member of the group, 
and thus no negative reaction towards the computer as a group member occurs. This 
explanation is strengthened by the fact that the results extend beyond subjective rat-
ings and into objective behaviour. The pattern of results was consistent for subjective 
ratings of the quality of information provided by the computer, subjective ratings of 
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the degree to which participants felt they were open to influence from the computer, 
subjective ratings of the degree to which participants thought they were influenced by 
the computer in one of the tasks, and objective measures of the degree to which par-
ticipants actually were influenced by the computer in both tasks. 

It would seem that while high experience computer users tend to treat computers 
like real people to the extent that they will accept the categorisation of the computer 
as a fellow group member, the effect is not strong enough for them to perceive the 
computer as a positive addition to the group. Rather, high experience users seem to be 
prepared to accept the computer as a teammate, but presumably because of deviations 
from the assumed group prototype, the computer is reacted to negatively and its input 
is marginalized or disregarded. According to the black sheep theory of group forma-
tion, this derogation of the marginal ingroup member (in this case the computer) 
serves to strengthen and protect the existing team identity.  

An alternative explanation for this pattern of results would be that participants 
found the concept of having the computer as a teammate ridiculous. In response to be-
ing forced into an absurd situation, participants became belligerent and deliberately 
changed their responses to be contrary to the recommendations made by the com-
puter. However, this explanation cannot account for the fact that only high experience 
participants rated the information provided by the computer as less useful, perceived 
themselves as less influenced by the computer, perceived themselves as less similar to 
the computer, and changed their responses away from the recommendations made by 
the computer. Nor can it account for the fact that high experience participants re-
ported enjoying the task more when they worked as part of a team regardless of 
whether the computer was part of the team.  

4.1   Application of Current Findings to Games 

Within the arena of video games, the most obvious applicable finding is that people 
tend to enjoy a task more when placed within a team environment (whether or not a 
computer is a member of the team). This suggests that enjoyment of tasks in single-
player games can be improved by helping the player feel like they are part of a team. 
This technique (increasing enjoyment of tasks by creating a sense of being on a team) 
is already utilised in many games (for example, Jak 3 or Half Life 2, in which the 
player is led to believe they are acting in concert with, or for the benefit of, other non-
player characters (NPCs)).  

The aforementioned application relates specifically to the player’s attitude towards 
the tasks being undertaken within a game. The current findings are also relevant to the 
player’s attitude towards the other characters within the game. Specifically, consid-
eration should be given to games in which the player controls a character in a team 
setting and the computer controls NPCs on the team (role playing games, real-time 
strategy games and first-person shooters). The current research suggests that players 
(at least those of high experience) will accept computer players as part of the team, 
but may react negatively towards them or value them less than other human members 
of the team (as they deviate from the group prototype in the same way as the com-
puter team-members in the current study – they are not human). At first glance, it 
might appear that this is something to be avoided by game developers on the basis 
that a negative reaction on the part of the player towards an NPC is a bad thing. How-
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ever, the research on the black sheep effect shows that derogation of a marginal in-
group member (in this case a NPC) serves to strengthen and protect the existing team 
identity. Thus, it is quite possible that NPCs on teams in videogames can and do play 
a “scapegoat” role, becoming a target towards which the human members of the team 
can release their frustration, direct blame and generally release negative emotions. Ul-
timately, NPCs placed in such a role would strengthen the sense of identity amongst 
the human members of the team. 

4.2   Application of General Media Equation Findings to Games 

From the myriad of media equation findings there are a wide variety that can be ap-
plied to the development of video games. What follows is by no means an exhaustive 
list, rather the aim is to provide a few examples of how media equation research can 
be applied to video games and thereby highlight the fact that the media equation is a 
ready source of design principles and techniques that can be applied in video game 
development. 

One of the strongest and most consistent findings in psychological research is that 
perceptions of similarity increase attraction between people [51]. Nass and colleagues 
[4, 8, 9, 52] were able to show that computers exhibiting similar levels of extrover-
sion, introversion, submissiveness or dominance (displayed via the style of text based 
communication or tone of voice) as their human users were perceived far more posi-
tively than computers which were not doing so. To this end, it seems safe to assume 
that videogames that contain NPCs with personalities similar to those of the player 
will be more positively perceived. For example, in an action adventure game, a short 
questionnaire or observation of the player’s choices in the early stages of the game 
could allow for the facilitation of the player interacting with NPCs who exhibit simi-
lar personality traits to the player; this would facilitate greater positivity on the part of 
the player towards the NPCs. 

Research has also shown that the gain/loss theory of interpersonal attractiveness 
(which suggests that individuals will be more attracted to others who initially dislike 
them and then come to like them, than to others who consistently like them) is appli-
cable to interactions between people and computers [4]. This could be a useful tech-
nique for games in which players continually interact with one particular NPC across 
the course of a game (for example a game in which a particular NPC is a ‘sidekick’ or 
a tutor/helper). Such characters, if they initially treated the player negatively and be-
came more positive or friendly over time, should become far more well-liked by the 
player than an NPC that is consistently positive. 

In the context of the social norm that ‘we should treat others the way they treat us’, 
there is a great deal of research showing that if people receive a favour from others they 
feel obligated to reciprocate [32]. A series of media equation studies [14-16] demon-
strated that people will feel indebted to a computer that provides a benefit, and subse-
quently reciprocate to that computer. The notion of the player receiving ‘favours’ or 
‘benefits’ from a game or NPCs within a game is quite common (‘power-ups’, weapon 
upgrades, bonus levels etc.). It may be that these benefits can be leveraged by develop-
ers to encourage players to meet other objectives, such as the completion of specific 
tasks requested by NPCs. This technique may also be useful outside the game environ-
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ment, for example; providing players with a bonus level or weapon in return for the 
completion of an online survey focussed on future game development. 

One of the areas of media equation research most obviously applicable to video 
games is the research conducted on flattery. Just as people tend to react positively to 
flattery from others, researchers [2, 17] have shown that when flattered by computers, 
people tend to believe that the computer spoke the truth, experience more positive af-
fect as a result of the flattery, and judge the computer’s performance more favourably. 
This is one design technique identified in media equation research that is being ap-
plied in existing video games. Many first-person shooters (such as Quake, Unreal 
Tournament and Halo 2) use a voice-over or on-screen text to flatter players when 
they are performing well. This technique may well prove effective in other video 
games where little or no feedback is provided to the player while playing the game. 

It is hoped that the suggested applications of the current study in combination with 
the aforementioned general examples of design principles derived from media equa-
tion research will inspire academics and game developers to further explore the poten-
tial synergies between the media equation and video game design. 
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Abstract. This paper investigates a number of issues that relate to the 
development of entertainment computing (EC) and the home environment. The 
consumption of EC is closely related to the efforts of companies to market it. At 
the same time there are many different factors that affect the quality of life of 
the individual consumers that participate in the entertainment. There are a 
number of unresolved conflicts that are currently not answered by the providers 
of EC software and the manufacturers of hardware. These conflicts are explored 
and the ethics of an example scenario is discussed. 

Keywords: Ethics, home, leisure, quality of life. 

1   Introduction 

The use of Entertainment Computing (EC) is rooted in the home environment where 
much of the product is consumed. The home has an influence on the type of EC 
consumed and on the way it is consumed. The home is a concept that is dependent on 
the many traditions and cultures of the world [1]. Different concepts of home are 
relevant in different cultures; and within these there are many different instances of 
“home”. This has made generic study of “home-life” very difficult over the years for 
the many researchers that are interested in the subject. [2] This variability in the 
manifestation of the home concept has led to many generalisations in the design and 
production of EC and these do not necessarily give the optimum service for 
individuals as the development of EC tends to encapsulate the culture within which it 
is developed. 
    The rooting of the home in its culture is fundamental - it is not a standalone concept 
devoid of influence from the embedding social fabric, but an integral part of society, 
neighbourhood and culture. In many modern societies there is a move towards 
multiple co-existing cultures with a wide variety of home styles and configurations in 
evidence. This leads to even more disparity between the perceived usefulness of EC 
design and its use. To encompass this diversity is one of the challenges of EC for the 
future, but to do so requires a more ethical approach to the development EC that will 
enable users to be better informed and assisted in their “leisure”, when they are being 
entertained. 
    There is also a wider need to incorporate the cultural diversity in different 
countries, and the diversity in multi-cultural environments. The development of EC 
should aid and assist the user where necessary without causing more problems than it 
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solves. Central to the development of ethical EC is the recognition of the conflicts of 
everyday life that are exacerbated by the wider provision and use of EC and the 
inherent conflicts inside the various EC components that can be manifest in everyday 
home situations. 

2   Scope of Entertainment Computing 

There is a wide range of what constitutes entertainment computing product and 
service. The traditional concept of the computer game is one that appeals to one part 
of the consumer market. The use of computer-mediated entertainment is much more 
widespread and the blurred boundaries between leisure, education, work and home 
life all goes to make the definition of EC all the more difficult.  

As an example, a household may use computers, and particularly the Internet, for 
gaming, messaging, discussion forums, teleconferencing, web browsing, information 
gathering and many more activities. These can be termed EC or may be a hybrid 
between EC, work and educational uses. 

Entertainment computing can be seen to be many different types of system and 
service provided for users in their homes or elsewhere that gives them some form of 
leisure activity or a means of social support. 

3   Conflicts 

Within the wider domain of EC the different activities provide many opportunities for 
conflict. These can arise in a number of different ways and in different arenas: design, 
development, deployment, use, upgrade and obsolescence. In the following sections 
there are two areas of conflict that are of interest: that between users of systems, and 
that between the design goals of systems. 

3.1   Conflicts Between Users 

The use of many different types of EC in the home can often lead to conflicts for the 
participants where there are different pulls on time and resources. With the 
widespread use of computers and networked resources there is now little need to 
restrict the home to one computing device. Indeed, it now makes sense to have a 
number of different devices networked together so that they and share data and 
provide users with a suitable standardised platform [3] for the exchange of 
information between the various devices and between users (both in the home and 
elsewhere). This allows users to customise their environment to their own particular 
needs and avoid conflicts with other users in the same home. This may, however, 
reduce the communication between the users and actually degrade the quality of their 
real-time experience. An ethical perspective on provision or design of EC would 
assist in reducing this problem. 



482 A. Sloane 

 

3.2   Design Goal Conflict 

There are also conflicts in the provision of computer-mediated leisure, particularly in 
the home environment. For example, it is possible to build “smart” homes [4] with 
labour-saving features that allow users to have automatic control of various facilities 
such as lighting, audio-visual entertainment and climate control. At the same time 
there is a need for the human body to get regular exercise and there are tools ad 
devices to monitor activity levels. There seems little point in building a home that has 
a number of labour-saving devices if the occupants then need to take more exercise 
because of them! 

The provision of EC in any environment that is not strictly controlled, which 
includes most of the application areas of EC, could modify its design goals to account 
for the wider perspective of users. It is unlikely to do so where commercial pressure is 
the main driving force for development.  

The design of EC that can take account of this conflict and incorporate it into the 
design cycle could be more useful to end-users. The capability of EC to incorporate 
such ideas would benefit the quality of life and user experience of the users and 
purchasers of the EC system - and be more ethical. 

4   Quality of Life 

The quality of life aspects of systems development are only recently coming into the 
equation for entertainment computing and other general systems that are used in the 
home. A number of studies have shown that some Internet uses can enhance quality of 
life whilst others have shown a detrimental correlation [5]. This may also be true of 
other EC technologies such as computer games, although with the increased range of 
interactions possible in modern gaming there is scope for the quality of life to be 
enhanced.  

Examples of this enhancement to the quality of life are the increasing use of 
Internet forums for information and discussion. Many members of these forums use 
them as a means of gaining useful and timely information from a pool of “experts” – 
these are mainly those that have experience of the activity that is the focus of the 
discussion. Other forum members use the opportunity to gain social support and form 
networks of contacts that may or may not interface with their real-life or non-Internet 
activities. 

As the above study found [5] there are some who tend to rely too heavily on this 
virtual support mechanism and they are less happy with this than those who use more 
proximate support. This finding echoes earlier work and is a common feature of many 
Internet support networks where the participants are relatively distant from each 
other.  

To summarise the findings it would appear to be appropriate to point out that there 
is no substitute for the human touch, even the computer-mediated version is not able 
to fulfil the role. However, these Internet opportunities form a useful alternative place 
for people to gain support if traditional resources are not available. 
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5   Market-Driven Development 

The main source of devices, systems and services for EC users is the industry that 
sells these to consumers. The marketing push in the industry is to engage a wide range 
of users in the process of purchasing new equipment and systems for entertainment. 
Some technologies have been more successful than others and there are a number of 
historical studies that show that wider take-up is not necessarily because of superior 
technology (see Liebowitz and Margolis, [6]) and the outcome is often closer related 
to marketing, advertising and other non-technical factors rather than any 
technological, or even usability, superiority.  

The market background document from the TEAHA project (Homega Research, 
[7]) gives some insight into the status of various technologies and their take-up 
around the world. This allows some perspective on the market for connected home 
products and as such gives some idea of the EC systems that are related to these 
technological advances. As is pointed out in this report the prediction of markets is 
fraught with danger and simple extrapolation is not a reliable indicator of future 
trends in such diverse markets as home electronics and leisure equipment. 

The market-led nature of this technology is also a factor that does not lead to the 
most ethical style of development for the systems in question. The primary goal of 
manufacturers is to sell goods, to make profits and to continue to operate. They do not 
necessarily have any “emotional capital” in the goods that they sell and promote. In 
fact there are a number of conflicting goals for manufacturers that do not assist the 
user. Amongst these are the problems of compatibility and standards. 

5.1   Compatibility Issues 

There are some complex economic issues involved in the production of goods for the 
EC market, as for many other markets for electronic goods and services. Many of 
these issues are related to the compatibility of different software and systems. The 
issue for companies and the goods they produce (i.e. do they produce them to be 
compatible with others or not?) rests on many factors and is too complex to discuss in 
this paper. However, the more significant side of this argument, from the EC 
perspective, is summarized by the following [8]: 

“Society reaps significant benefits from compatibility and standardization”  

It is this factor and the incompatibility of much market-driven production that are 
the opposing forces in the EC arena and that can determine the outcome of 
technological developments. 

The compatibility of devices, systems, services and software is not a pre-requisite 
for successful EC development but it has a considerable influence on the take-up and 
spread of the technology. It is also clear that the ethical development of home 
systems, devices and services requires them to be developed using an ethical 
perspective which must account for the societal need for standardization in addition to 
the commercial requirement for profit. 
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5.2   Standardisation 

The issue of standardization is quite complex. The opposing views are that: on the one 
hand, standards are necessary to ensure compatibility of equipment and, on the other, 
that standards are a restriction to the successful development of new devices and 
systems. Both of these viewpoints are, to some extent true. The use of standardization 
has helped many systems to gain a bigger share of the market and many 
manufacturers are able to compete in a market that is led by standardization activities. 
Examples of this are: the CD audio and DVD video standards. These have led to 
many different devices being available to users to play the standard software.  

Standardisation of media, such as DVD, helps both equipment manufacturers and 
content producers provide users with compatible devices and useable content. Indeed, 
without the standardization effort the market may not reach critical mass before the 
device or system becomes obsolete. There have been many different proprietary 
media standards that have faltered without the back-up of a wide variety of content to 
enhance sales.  

The opposite problem of standards: that of restricting innovation is only 
problematic when the devices that are standardized become widespread and the 
standard becomes technically limited compared to other competing standards. This 
situation is the case with video recording equipment. There is a large-scale legacy 
investment in VCRs around the world and they are now much more limited than the 
digital replacements: DVD recorders. However, there is still a need to support the 
VCR user with software content, consumables and maintenance for some time into 
the future. There are some moves to end support for VCRs by ending sales but the 
legacy of many old devices will continue for a number of years and there are still 
manufacturers supplying new devices for users. 

The move from video-cassette to DVD as the medium of choice for consumers is 
likely to be driven by a number of factors: wider DVD content provision, 
compatibility with other devices such as PC drives, multi-function capabilities (e.g. 
on-screen viewing of photos), digital input, output quality factors, price (although 
VCRs are currently much cheaper than DVD recorders of an equivalent 
functionality), and media cost (DVD+RW and Video-cassette prices are roughly 
comparable). However, one of the most useful and attractive characteristics of using 
discs is the indexing and random-access capabilities of the device. All these factors 
and the market-push of the manufacturers are likely to see the replacement of VCRs 
by DVD devices in a fairly short time.  

The next problem that will be faced by DVD/VHS users is then likely to be the 
recording of family archives of legacy content onto new media. This has been an issue 
in the past, albeit on a smaller scale, when the introduction of home video recorders 
made home use of cine film unattractive. Some content was moved onto videocassette 
by specialist companies. Upgrading to digital formats will see more legacy content 
being moved to new media systems. 

In other spheres of EC there are similar problems. Many computer games are 
marketed alongside the platforms that support them, as the platforms develop, the 
games are replaced by new ones. The original games may be enough for some users  
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and the upgrade inappropriate. However, the obsolescence that is inherent in the 
process militates against using software for longer than the original hardware support 
is available. 

6   Social Activity 

The social support mechanisms of the Internet have been discussed above. These form 
a small part of the wide range of social activities that take place on the Internet and 
between the connected systems of different users. The use of Internet forums, bulletin 
boards and other, more direct, Internet communication tools has revolutionised the 
contact between people separated by space and time. It is now commonplace to use 
email as a primary means of communication, although the more personal SMS text 
messaging seems to be common amongst certain groups, especially the young, where 
individual control of the “message terminal” may be an issue. 

Email provides a useful means of communicating information and allows most of 
what can be sent with more personal means, but there is still a problem with the 
“sense” and “meaning” that is implied with tone of voice that is missed when email is 
used. This makes email useful as a social tool but not as a sole means of 
communication. It is often a more useful instrument when the communicators have 
prior knowledge of each other and they are familiar with “idiosyncrasies” and “style”. 

Having said that, it is possible to conduct successful online conversations with total 
strangers via email and in forums when each participant has a good knowledge of the 
other from the “clues and cues” that are part of everyday net use. One of the activities 
that seems to bind online groups together is a real-life meeting. The two-way 
exchange of information can be used to facilitate a successful outcome. 

7   Ethical Development 

There have been a number of studies that have used co-operative design methods (for 
example, [9]) these are perhaps the most appropriate for the design of entertainment 
computing systems as they involve the end-user in the design process, although there 
are problems with the application of any methods to the design of systems that are 
primarily used for leisure purposes. 

However, there remains the problem of how the design of EC systems can be made 
more ethical. The initial problem of how to design EC system needs to be replaced by 
an extra stage of analysis that asks the fundamental question “Should this device or 
system be designed and made?” and if it is, “How should it be made so that it can be 
used ethically?” and finally “Is it possible to make an ethical version by excluding or 
enhancing certain functionality?” 

With the use of a comprehensive ethical analysis of the situation of the user and the 
device, put into the context of the leisure environment, devices can be designed to 
include a more ethical dimension for the type of device that is in use by people for a 
significant amount of their free time. The idea of an ethical dimension to EC system 
design will be explored in the following section where a typical design scenario of an 
EC device will be outlined and discussed. 
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7.1   Design Scenario – Internet Forum Software 

It is worth considering the three questions from the previous section: “Should this 
device or system be designed and made?” “How should it be made so that it can be 
used ethically?” and “Is it possible to make an ethical version by excluding or 
enhancing certain functionality?” 

 
Should this device or system be designed and made? Internet forum software can 
be designed that allows many types of transaction and allows users to provide and use 
information in different ways. A software system for multiple users can be designed 
that allows any user to post any information into the system. This can clearly be 
abused and there are usually functions available to allow moderation of posts on a 
forum. 

 
How should it be made so that it can be used ethically? If the moderation option is 
not provided there is clearly an ethical lapse by the software developers. Allowing 
users to abuse systems is not in the interest of those that run the forums, and some 
form of “control” would seem to be the most ethical approach to a harmonious use of 
such a system. 
 
Is it possible to make an ethical version by excluding or enhancing certain 
functionality? The levels of control by different groups of user is generally the way 
that Internet forums are run. The various levels of control of post information are 
designed to allow a hierarchy of control with minimal input from those with highest 
level of access. This has been seen to wok well when the members of the forum 
conduct their “business” in a way that is a parallel of real-life. 
    To exclude the facility of all users to have wide control would appear to be an 
option that works. To enhance the control options at the various levels also gives an 
approach that is workable.  

8   Conclusions 

Entertainment computing covers a wide area of human life and there are many ways 
in which the development of services and systems can take a “less then ethical” road. 
What is clear is that there is an ethical route through the design, development, 
deployment and use of systems that can lead to a much wider acceptance by the users 
of the systems and services, and enhance their quality of life in the process. This will 
need further study to determine how an ethical approach can be embedded within the 
full lifecycle of products and services in this domain. The main area of study has been 
the use of Internet forums and the approaches used by product developers and users.  

The use of computer-mediated communication technology is not new, but the rapid 
growth on recent years has been aided by the increase in Internet speed and wider 
access to it by people in every walk of life. This use of the Internet as a leisure 
activity is one of the aspect of “Entertainment Computing” that provides both an 
element of leisure and an element of social activity in much the same way as more 
formal face-to-face gatherings have done in the past. 
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Abstract. The paper introduces four axes of pervasive gaming (PG): mobility, 
distribution, persistence, and transmediality. Further, it describes and analyses 
three key units of PG (rules, entities, and mechanics) as well as discusses the 
role of space in PG by differentiating between tangible space, information em-
bedded space, and accessibility space.  

Categories and Subject Descriptors: H.5.1 [Multimedia Information Sys-
tems]: Artificial, augmented, and virtual realities. 

General Terms: Performance, Human Factors, Theory. 

Keywords: Pervasive gaming, game rules, gameplay, game theory, ludology, 
game space. 

1   Introduction 

New technology and new methods for networking digital systems are essential for the 
development, implementation, and conceptual understanding of complex adaptation 
in computer mediated games and play. At the same time, we must identify and rethink 
the social interactions as well as the formalisms and theories that are deployed in per-
vasive gaming. Since ‘real life’ is part of the game and the gaming arena itself, in-
cluding rules and game parameters, concepts such as probability, uncertainty, and 
contingency gain importance in the design and understanding of PG. 

First, I will depict the four axes of pervasive games: the mobility axis, the distribu-
tion axis, the persistence axis, and the transmediality axis. In the second part of the 
paper we shall look deeper into game rules, game entities, and game mechanics. 
Third, we shall concern ourselves with the renewed focus on space or spatiality in 
relation to PG. 

2   PG Formalisms 

I define ‘pervasive game’ as an over-arching concept or activity subsuming the fol-
lowing post-screen gaming sub-genres [9]: 
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• A mobile game is a game that takes changing relative or absolute posi-
tion/location into account in the game rules.  This excludes games for which 
mobile devices merely provide a delivery channel where key features of mobil-
ity are not relevant to the game mechanics. Hence, one could distinguish be-
tween mobile interfaced games and mobile embedded games. 

• A location-based game is a game that includes relative or absolute but static po-
sition/location in the game rules.  

• A ubiquitous game uses the computational and communications infrastructure 
embedded within our everyday lives.  

• Virtual realities games are games generated by computer systems. The goal is to 
construct is to construct wholly autonomous and completely surrounding game 
worlds.  

• Augmented reality games and mixed reality games are an interesting approach to 
the creation of game spaces that seek to integrate virtual and physical elements 
within a comprehensibly experienced perceptual game world. 

• Adaptronic games are games consisting of applications and information systems 
that simulate life processes observed in nature. These games are embedded, 
flexible, and usually made up of ‘tangible bits’ that oscillate between virtual and 
real space.  

Two essential qualities of pervasive computing stand out; 1) the explicitness of 
computational tasks, and 2) the all-importance of physical space. The former implies 
that actions are carried out in ways that transcend the traditional screen-facilitated 
environment; embedded computing shifts our attention from metaphorical data ma-
nipulation to simulated and natural interactions with things and physical objects. This 
interweaves with the second aspect of pervasive computing as objects obeying the 
laws of natural physics are open to (digital) manipulation and thus take on a double 
meaning: they are objects within the outside non-game world; yet they can also be 
objects within a game world. 

Following this I will propose a general or ‘classic’ definition of PG: 

Pervasive gaming implies the construction and enacting of augmented and/or em-
bedded game worlds that reside on the threshold between tangible and immaterial 
space, which may further include adaptronics, embedded software, and information 
systems in order to facilitate a ‘natural’ environment for gameplay that ensures the 
explicitness of computational procedures in a post-screen setting. 

 

Fig. 1. Four axes of PG 
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2.1   The Four Axes of PG 

We will zero in on four axes that together mark the possible domains of PG. The four 
axes can be illustrated like this: 
• Distribution. Pervasive computing devices are frequently mobile or embedded in 

the environment and linked to an increasingly ubiquitous network infrastructure 
composed of a wired core and wireless edges. This combination of embedded 
computing, dynamic networking, and discrete information sharing clearly affects 
and strengthens the distribution paradigm of IT. One example of a distribution 
system designed to work in huge networks is the so-called Twine resource discov-
ery system. It uses a set of resolvers Twine nodes that organize themselves into an 
overlay network to route resource descriptions to each other for storage, and to 
collaboratively resolve client queries [1]. 

• Mobility. New challenges of pervasive computing further include mobility, i.e. 
computing mobility, network mobility, and user mobility, context aware (smart-
ness), and cross-platform service. Particular interesting to the field of PG is the 
growth in mobile 3G technologies, Bluetooth, and LAN-LAN Bridging. 

• Persistence. The idea of creating an online world in a mobile phone is the driving 
force behind the Danish company Watagame’s Era of Eidolon.  The persistence 
factor here touches upon the notion of temporality. Persistence means total avail-
ability all the time. 

• Transmediality relates to modes of media consumption that have been profoundly 
altered by a succession of new media technologies, which enable average citizens 
to participate in the archiving, annotation, appropriation, transformation, and re-
circulation of media content [7]. No medium in the present day can be defined as a 
self-sufficient application based on partial groupings. The junction of multiple 
media spread out over huge networks and accessible through a range of devices is 
rather a nice instance of how media commune in circular, not linear, forms. 

 

Fig. 2. Four axes and the PG possibility space: networking, freedom of device, non-closure, and 
circular storytelling 

2.1.1   The PG Possibility Space 
Combining distribution, mobility, persistence, and transmediality we embark upon the 
‘PG possibility space’. It is a space that deals in networking given the focus on non-
locality, non-metric systems, and constant accessibility. It is a space that celebrates 
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the freedom of device – games can be played on anything; and game devices may 
trigger anything, anywhere, anytime. It is further a space that favors non-closure; al-
though pervasive games still cling to the law of goal-orientation (closure) they open 
up new ways of collaborative world building as well as invite continuous structural 
expansion. Finally, the PG possibility space embraces circular storytelling as the 
norm of mediated entertainment. 

2.2   The Three Key Units of PG 

Games can be divided into three key units that are strongly interlaced: 1) Game rules, 
2) game entities, and 3) game mechanics. 

2.2.1   Game Rules 
In Jesper Juul’s generalized model there are six invariant parameters of game rules: 

1) Rules: Games are rule-based. 2) Variable, quantifiable outcome: Games have 
variable, quantifiable outcomes. 3) Value assigned to possible outcomes: That the 
different potential outcomes of the game are assigned different values, some being 
positive, some being negative. 4) Player effort: That the player invests effort in order 
to influence the outcome. (I.e. games are challenging.)  5) Player attached to out-
come: That the players are attached to the outcomes of the game in the sense that a 
player will be the winner and "happy" if a positive outcome happens, and loser and 
"unhappy" if a negative outcome happens. 6) Negotiable consequences: The same 
game [set of rules] can be played with or without real-life consequences [8]. 

It is evident that some of these rule parameters are altered with respect to PG. Let 
me narrow this alteration down to two issues: 

1) Take the vital concept of variable, quantifiable outcome. To Juul, this mean that 
the outcome of a game is designed to be beyond discussion, and that this trait is an 
instinctive token of game rules. This fits perfectly well with practically all computer 
games. However, when moving the logic structure of the digital computer into the 
tangible world the quantifiability of a rule system seems to shift into a more fuzzy 
type of interaction between constitutive and regulative rules. In The Construction of 
Social Reality Searle explains that social rules may be regulative or constitutive [12]. 
Regulative rules legalize an activity whereas constitutive rules may create the possi-
bility of an activity. It is the constitutive rules that provide a structure for institutional 
facts. In the context of explaining the (extended) rule system of PG, computation can 
be regarded as a conceptual framework that constitutes the possibility space for regu-
lative behavior. Constitutive rules belong to the set of quantifiable norms while the 
regulative rules govern the ad hoc player interference with the game world. Another 
way of distinguishing the computational rule logic from the real-time interaction pat-
tern of gameplay would be to differentiate between global regulations (provided by 
the computer’s state machine) and local operatives (controlled by the player’s behav-
ior with the physical as well as information embedded game world). 

2) Next, we should consider the term ‘negotiable consequences’. In pervasive gam-
ing ‘real-life consequences’ is exactly that which drives the play experience forward. 
The entire teleology of gameplay in fact rests on these outcomes that transpire and are 
enacted on the physical arena. A game of chess might have ferocious consequences if 
played out in real life. However, since the movement of pieces across the board 



492 B.K. Walther 

merely represents physical structures it follows that the rules of chess apply to the 
discrete topology of the game and not the phenomenological experiences that this 
topology may cause. In the domain of pervasive gaming it is precisely the ‘negotiabil-
ity’ signifying the toggling back and forth between real-life consequences and discrete 
representations that pushes gameplay forward. Thus, the ‘tangibility consequence’ of 
PG brings forth a level of uncertainty to the gaming phenomenology; and this uncer-
tainty becomes part of the rule structure, as it must be inscribed in the computational 
representation. 

2.2.2   Game Entities 
In line with the Object Oriented Programming paradigm I define a game entity as an 
abstract class of an object that can be moved and drawn over a game map. There can 
be an enormous amount of entities in a game; inventory objects in an adventure game; 
Non Playing Characters (NPC’s) in a FPS (First Person Shooter); or a text message in 
a strategy game. Since a game has more entities, the ways that they can react together 
increases geometrically. 

A PG entity can take the shape of a) game object, i.e. any object that can be en-
countered, seen, or interacted with during gameplay; b) a human agent, since an es-
sential part of a pervasive game is to collaborate and engage in conflict with ‘flesh 
polygons’; and c) a physical object.  

It is the negotiability or uncertainty principle that do the trick. Pervasive gameplay 
implies contingency handling. 

2.2.3   Game Mechanics 
Lundgren & Björk define game mechanics, as simply any part of the rule system of a 
game that covers one, and only one, possible kind of interaction that takes place dur-
ing the game, be it general or specific. A game may consist of several mechanics, and 
a mechanic may be a part of many games [10]. 

Thus, one can generally define game mechanics as an input-output engine. The 
task of this engine is to ensure a dynamic relation between game state and player in-
terference, and it is responsible for simulating a direct connection between the I/O 
system of computational, discrete logic and the continuous flow from initial to final 
state in a physical setting. Game mechanics postulates a deep transport from the laws 
of computation to the natural laws of physics.  

The following issues of mechanics are specifically noteworthy: 

• Physically embedded game mechanics. Frontrunner in pervasive gaming, German-
based Fraunhofer FIT, has designed Net Attack (www.fit.fraunhofer.de). The game 
is presented as a new type of indoor/outdoor Augmented Reality game that makes 
the actual physical environment an inherent part of the game itself. The mechanics 
apply to the outdoor environment where players equipped with a backpack full of 
technology rush around a predefined game field trying to collect items as well as 
to the indoor setting where a player sits in front of a desktop computer and sup-
ports the outdoor player with valuable information. In order to control the infor-
mation flow linking physical and virtual space the various components communi-
cate via events and a TCP/IP-based high-level protocol. A central component 
guarantees consistency and allows the configuration of the game. Before starting 
to play the game, the outdoor game area must be modeled and the game levels 
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configured. In other words: modeling the game means embedding the necessary 
mechanics into physical space. The configuration is done with XML. 

• Input-output engine with dual purpose. Since interaction with tangible objects in 
PG implies, as noted above, a level of contingency handling the input-output en-
gine must be constructed in such a fashion so that it provides a probability algo-
rithm for the actual interaction as part of the rules and dictates a global, discrete 
and binary rule (state) to the interaction. That is why PG mechanics may serve a 
dual purpose; on the one hand maintaining and stimulating the contingency of in-
teraction with real-life objects, and on the other hand structuring the controlled set 
of actions embedded in the state rules.  

3   PG Space 

Space differs when we look at it from a human and a strictly mathematical angle [11; 
14]. The space of every day life is heterotrophic because it confronts its user with a 
surplus of potential, spatial strategies. The space of mathematics is isotropic in which 
all matter and every coordinates are evenly spread in all directions. When a human 
subject navigates through space it becomes contingent and intentional. Suddenly, 
space matters. 

 

 

Fig. 3. 

The point here is that the space of pervasive gaming mixes the isotropic and het-
erotrophic space. The teleological goal structure of a game necessitates accessibility 
by which the user can obtain information about space and proceed from e.g. one level 
to the next [13]. A PG space must amalgamate the physical metric space and the in-
formational and networked non-metric space and, finally, merge these into the acces-
sibility space [4]. A metric space consists of a non-empty universe of points together 
with a family of distance relations satisfying the axioms of distance [3]. A non-metric 
space may be defined as a topological or nodal connected space. ‘Real life’ as such 
would not alone be interesting in a gaming sense. We need to organize and structure 
the non-teleological and open meaning of the mundane space in order to make it play-
able. Therefore, accessibility is the portal to the information embedded spatial game 
world. 
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3.1   Tangibility Space 

The whole idea of ‘playability’ in PG is the player’s interaction with the physical real-
ity. The tangibility space, however, is not just the sum total of this available, real-time 
world and the vast amount of objects it possesses. Rather, it must be understood as the 
heterotrophic organization of potential spatial patterns of behavior. This organization 
or vectorization of space facilitates a ‘playground’ and is often aided by multiple in-
formation units located in material objects as ‘tangible bits’ [6]. 

3.2   Distributed Information Space 

PG involves the blending of physical and virtual space. In spatial terms this means 
that the tangibility space is facilitated by and projected onto information embedded 
space. This kind of space is the digital representation of the tangibility space. Yet, 
besides serving as a map of the gameworld, it may also function as a phenomenologi-
cal space in its own right. 

 

 

Fig. 4. Information embedded space [2] 

3.3   Accessibility Space 

Finally, we have the accessibility space that is the key to the oscillation between em-
bedded and tangible information. One way of explaining the delicate relation between 
the triadic space structures is to say that accessibility space maps the information em-
bedded space system that is in turn mapped onto the tangible reality. 

4   Conclusion 

A great many challenges await us in the field of post-screen gaming. On the analytical 
side it may be rewarding to think PG in terms of axes, key units, and space modalities, 
as I have suggested in this context. Regarding the continuous innovation of produc-
tion schemes and technology enhancement it might prove equally gratifying to inte-
grate the rising world of adaptronics in tomorrow’s pervasive games. 
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Abstract. The paper will explore how the landscape types and the quest types 
are used in various games, how they structure the gameplay, how they act as 
bones for the game-content (graphics, dialogue, sound) and how they 
sometimes form the base on which a story is imposed and related to the player. 
The question then becomes, how does the quest structure influence the story 
structure? How do the limitations of the quest combinations limit the kinds of 
story that are possible? How rich can the imposed story be, without breaking 
the gameplay? Are landscape and quest-structure the dominant factors in quest 
game design, to which the story-ambitions must defer?  The main thesis of the 
paper is that if we understand the powerful but simple structure - the grammar - 
of quests (how they work, how they are used) we can understand both the limits 
and the potential of these kinds of games.  

1   Introduction 

This paper will lay out the foundations of a theory of quests in computer games. 
Quests are a basic, dominant ingredient in a number of types of games in virtual 
environments, from the early adventure games to today’s massive multiplayers, and 
by understanding their functions and importance for game design and game aesthetics 
we can contribute to many of the current debates in game studies, such as the question 
of genres and typologies, the question of narrativity in games and cross media 
productions, and the crucial issue of playability and replayability.  

This work builds on efforts by Tronstad [8], Tosca [7] and Aarseth [1]. Previous 
attempts at describing quests and their importance for computer games have fallen 
short of defining the concept, except for Tosca: 

A quest, as we said earlier, brings some or all the storytelling elements (characters, plot, 
causality, world) together with the interaction, so that we can define it as the array of 
soft rules that describe what the player has to do in a particular storytelling situation.  
([7], section 4.2) 

However, Tosca’s definition relies on too many unnecessary elements (characters, 
plot, storytelling, “soft rules”) to be generally applicable. E.g., in a labyrinth game 
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such as Gregory Yob’s Hunt the Wumpus (1972), what are the “soft rules” and the 
storytelling situation? In this paper, I propose two definitions of quest games.  A quest 
game can be defined as  

 
 a game with a concrete and attainable goal, which supercedes performance or the 

accumulation of points. Such goals can be nested (hierarchic), concurrent, or serial, 
or a combination of the above. 

 
Or, minimally, as  
 
a game which depends on mere movement from position A to position B. 

 
The minimal definition should not be seen as descriptively exhaustive; most games 

framed by it would also have a number of additional elements and features, such as 
characters, dialogue, setting, music, a semiotic universe, etc. But they would involve 
the necessity of moving from A to B, in a way that games like chess, Tetris, football, 
multiplayer Starcraft, and Quake Arena, or quest games such as Morrowind and 
EverQuest, do not. (While some other non-quest game types, e.g. racing games, also 
do depend on movement from A to B, in these cases mere movement is not sufficient 
to win.) Hence, not all games containing quests are framed by the minimal definition 
(only by the first definition above); such is its weakness. But the specificity of the 
minimal definition overlaps nicely with the set of games that are usually seen as 
“narrative,” i.e. games that contain a storyline, e.g. a fixed sequence of predetermined 
events that cannot be circumlocuted through gameplay. There seems to be few, if any  
“narrative” games that do not also conform to the “A to B” formula, so until proven 
wrong by example, I will assume that “narrative” games and “A to B” games are the 
same, at least for the purposes of this paper. 

2   The Basic Quest Types and Combinations 

Since, content-wise, quests can appear in innumerable variations (e.g. go to X, ask for 
object Y, take it to place Z), it is on the grammatical level that we must look for 
structure and design principles. Evidently, quest games come in many forms and 
shapes - just compare Doom3 to Pikmin2 - but underneath their colorful and varied 
appearance there is a very simple variation of skeletal patterns, consisting of a few 
elemental figures. 

 

                

Fig. 1. Time, place, and objective, the three basic quest types 
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There are three basic quest types: 1) Place-oriented, 2) time-oriented and 3) 
objective-oriented. These can then be combined in various ways, to form complex and 
elaborate games where quests are weaved, mixed, parallelized and sequentialized. 

Place-oriented quests are the simplest type, where the player typically has to move 
the avatar from a starting position in the game world to a target position (cf. definition 
two above). Games of this type include Doom and MYST (both 1993) and Adventure 
(1976). Such games may also typically include puzzles that require the player to 
manipulate objects found along the way, but in its most basic form the place-oriented 
quest is a labyrinth, where the players simply have to find their way. 

Time-oriented quests may seem rare in pure form, but they do exist, usually as part 
of a larger game. A typical example is found more than once in games like Call of 
Duty (2003), where sometimes the only quest-task is to stay alive for a fixed number 
of minutes. I distinctly remember a railway station level in Call of Duty: United 
Offensive (2004), where I (or rather my avatar) spent the last minute and a half of the 
time-quest lying still, hidden between the train and the platform, with enemies all 
around, who were unable to find me and kill me before my reinforcements, finally, 
arrived. 

The third basic type is the objective-oriented quest, where the task is to achieve a 
concrete result, such as an object that must be taken by force from a non-player 
character (NPC). This object may not be in the same place, but could be moving 
freely in the game world. Typical examples can be found in Hunt the Wumpus, or in 
the Heroes of Might and Magic series, where an enemy hero might possess a magical 
item (a powerup) which, when acquired, defines the winning condition of the level. 

In a recent empirical study of 80 “significant games of 2003” Jeffery Brand and 
Scott Knight [2] found that 73% of the games were place-oriented, 43% were time-
oriented, and 83% were objective-oriented. They also found a strong correlation 
between place-oriented (topological) rules and “embedded narrative,” which tells us 
that “narrative” games can usually and more sensibly be identified as place-/A-to-B-
oriented quest games.  

The three basic quest types can be combined, and in four fundamental ways. The 
combinations are  

 

 

     

Fig. 2.  a) Time&Place (“get there before…”); b) Time&Objective (“Get it before…) 

          

 

              
   
Fig. 3. a) Place & Objective (“Get there and…”);          b) Time&Place&Objective (“Get there 
before … and …”) 
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In addition, games can combine, nest and serialize these seven types, resulting in 
rich and highly complex quest worlds, where the player feels free to decide what to do 
next, and can solve the quests in many orders. Typical games of this kind are Fable 
(2004), Knights of the Old Republic (2003), EverQuest (1999-) and World of Warcraft 
(2004-). 

If we compare quest structures in a number of games, it can clearly be shown how 
they form the backbone of the gameplay: 

• Half-Life: Serial quest; place and (occasionally) objective-oriented 
• Halo: Serial quest; place and (occasionally) time-oriented 
• Knights of the Old Republic: Nested and concurrent quests;  place and objective-

oriented 
• Morrowind: Concurrent quests; place and objective-oriented 
• GTA3: Serial and nested quests; place, time and objective-oriented 
• EverQuest: Concurrent quests; place, time and objective-oriented 

3   The Quest Game Landscape 

The complementary, equally important structure is of course the game landscape. 
Quest and space are intrinsically linked: Level design in quest games is structured by 
the types of quests the game uses, and vice versa. There are three basic quest game 
landscapes:  

 

Fig. 4. The linear corridor (e.g. Half-Life)  

 

Fig. 5. The semi-open, often star-shaped hub (e.g. Knights of the Old Republic) and the open 
landscape (e.g. Morrowind) 

Moreover, games that might appear open-landscaped, such as the 2D strategy 
series Heroes of Might and Magic or the Warcraft series, will often feature 

Unicursal 
corridor 
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maps/landscapes that consist of a uni- or multi-cursal labyrinth or hub, where 
mountain ranges, oceans or impenetrable forests form natural boundaries of the game 
labyrinth.  

 
Fig. 6. Heroes of Might and Magic: Armageddon’s blade. A multicursal labyrinth, where the 
hero can move through open glades only. 

4   Storylines vs. Gameworlds 

Ever since the first literary article on adventure games [6], and the first dissertation 
[3], questions have been raised about the relationship between narratives and games. 
Though these questions have been formulated in many ways and from many needs 
and perspectives (e.g. technical, utopian, critical, and pragmatic), little progress has 
been made in these two decades. This lack can be explained by 1) little or no 
awareness of previous work and of work in parallel disciplines; 2) little progress in 
the evolution of the game systems themselves, and 3) a lack of theoretical 
engagement with the fundamental concepts (story, game, interactive, narrative, 
fiction) and their implications for the empirical basis, especially in the more 
utopian/technical/pragmatic contributions. While a more thorough investigation 
resulting in a clearer notion of these concepts, their limitations and their relevance 
might not have been enough to solve the fundamental issue, it might have resulted in 
a better set of concepts, that could have modeled and explained the relationships 
between games and stories where the first generation of terms (e.g. “interactive 
fiction”) clearly failed.  

For instance, if we go back to the first academic use of “interactive fiction”, the 
authors (Niesz and Holland [6]) do not attempt to explain in what way the adventure 
games they discuss actually are fiction, how the concept of fiction is expanded by 
their use of it, or how they would re-define it, in light of the new material. Rather than 
to take this wonderful opportunity to explore the generality and scope of the concepts, 
the new empirical evidence was forced to fit the pre-conceived semantics of the old 
concepts. This unfortunate tendency is still evident in recent studies: For instance, in 
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the article “Games and Stories” [9] the authors, strangely, criticize the profoundly 
successful dungeon game Diablo (1996) for failing to comply with the principles of 
narrative communication. This is just one example among innumerable; they can be 
easily spotted by either their lack of a clear, empirically grounded definition of the 
key concepts (story, narrative, fiction, etc), or when new attempts at definitions of 
narrative are provided, these definitions are usually so broad as to be useless. A good 
test is to see whether the definitions also will include obviously non-narrative 
phenomena and activities such as, say, elevators, meals, or shopping. One such term 
is “emergent narratives” negatively defined by Henry Jenkins [5] as “not pre-
structured or pre-programmed, taking shape through the game play, yet they are not as 
unstructured, chaotic, and frustrating as life itself”. Jenkins does not offer a definition 
that allows us to positively discriminate between emergent narratives and “life itself” 
– or between “life itself” and any part of “life itself” that may appear structured, un-
chaotic and un-frustrating. 

The current state of affairs (i.e. the “ludology-narratology” war) has been lamented 
many times (see Frasca [4]) and this is not the place to rehash that meta-debate. 
Instead, it is time to examine and perhaps explain the apparent dichotomy or (as also 
claimed) synergy between games and stories.  To do so, we must first return to the 
roots of computer games and “interactive fiction”. The first modern computer game 
was no doubt SpaceWar! (Russell et al. 1961-2). It was a space combat simulation, a 
fight between two player-controlled spaceships where the laws of gravity and the 
players’ ingenuity determined the outcome. SpaceWar! is a simulation, a set of 
automatic rules represented on a graphics screen. While the game was inspired by 
science fiction, it was pure action, and could produce an infinite variety of slightly 
different game events. SpaceWar! was the start of the action/arcade genre, that today 
contains a rich diversity of games which let the player move through simulated space.  

An equally important root was Dungeons and Dragons (D&D) by Gary Gygax and 
Dave Arneson (1974), the pen-and paper game which simulated fantasy combat 
through a system later known as the D20 rules, named after the 20-sided dice used to 
produce random results in the game. D&D was a set of rules, inspired by tactical war 
games, which would let a game master lead a team of adventurers through a 
medieval-fantasy landscape. Games could last for months, and players nurtured their 
characters and co-produced the unfolding of an improvised fantasy narrative through 
their interaction with the game master’s prepared landscape and schemes. 

The D&D system has been immensely influential across many game genres, from 
singleplayer games such as Richard Garriott’s Ultima Series, Rogue/Nethack, strategy 
games such as Heroes of Might and Magic, the original Multi-User Dungeon (Bartle 
and Trubshaw 1979), and newer games like Baldur’s Gate, Morrowind and Knights of 
the Old Republic, not to mention MUD-style “massively” multiplayer games like 
Ultima Online and EverQuest.  The elegant, easily implementable simulation of 
monsters, heroes, skills, spells and weapons has proved a powerful base for computer 
game development for more than two decades. 

But while “interactive storytelling” as a collaborative effort between game master 
and players is an important aspect of many D&D sessions, the computer games based 
on the D20 rules are less creative than human authors, as they lack the human 
intelligence needed to create or co-create a story in real time. Instead, they rely on 
other tricks to present successive events in a story-like order. 
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Another origin game was Crowther and Woods’ Adventure (1976), which started 
as a cave simulation, based on William Crowther’s exploration of Colossal Cave in 
Kentucky. Donald Woods turned the cave simulation into a puzzle-solving and 
treasure hunting game, which in turn inspired the very popular genre of textual 
adventure games, later known as “interactive fiction.” Unlike the creators of MUD, 
Rogue, Ultima etc; Woods was not familiar with the D&D system, and, perhaps for 
that reason, produced a game which was much simpler in terms of simulation and 
rules, and whose main gameplay elements were the labyrinth and the verb-object 
puzzle. While the textual adventure game died commercially in the late 80s, the basic 
linear labyrinth structure survives in the graphical puzzle and action adventure games 
such as MYST, Half-Life, Max Payne, Halo and numerous others. 

 The two root structures (unicursal labyrinth and D20) are still present in 
modern games, and typically, they do not overlap. D20 games tend to be more open-
landscaped and open-ended, while linear games (Half-Life 2, Halo) do not make use 
of D20 rules.  

 

Fig. 7. The three origins of modern computer games, with cross-strain influences 

Are unicursal adventure games a form of narrative, while D20 games are too open 
for that term to make sense? Is it possible to draw a narratological demarcation line 
between these two genres? In almost all “new media” theory, we find a basic pair of 
opposites: text/hypertext; linear/nonlinear; fiction/hyperfiction; static/interactive; 
progression/emergence; representation/simulation; narrative/database. If this sounds 
familiar, it may be because the rhetoric is not at all far from the literary structuralists’ 
distinction between closed and open (Eco), or lisible and scriptible (Barthes). 

But as examples such as Final Fantasy, The Legend of Zelda, and Grand Theft 
Auto (incidentally, all series) or even Ludo show us, the dichotomy is far from 
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absolute. There can be no robust demarcation between simulation games and 
“narrative” (quest) games. While Half-Life and Halo do not use D20, there is no 
reason why they couldn’t. And it is easy to imagine a Grand Theft Auto, which, 
Matrix Reloaded-style, solely takes place on a unicursal motorway. So perhaps the 
solution is to use the term “story-game hybrid”? 

The problem with terms like story, fiction, and game is that they, unlike the 
phenomena they give name to, do not exist in the real world. Our use of them will 
always remain pragmatic, no matter how carefully we define them. A better approach 
than to fight over the meaning of words like “narrative” might therefore be to 
temporarily remove the problem-word from our analysis, and instead try to come up 
with a finer set of terms and models that can describe the differences between so-
called stories, games, and game-story hybrids.  

What is called for, in other words, is a work-specific analysis, a close look at the 
individual specimen to identify similarities and differences from other specimens.  

What is common for all computer games with virtual environments is that they are 
based on a simulation, a dynamic model/rule set. Also, like board games, they take 
place in a virtual space, where the player moves the pieces/avatars and manipulates 
the objects in the game environment according to the rules. In addition, there may be 
times when the player can do nothing, because the game system refuses or even 
terminates player control. Without these conditions, there can be no game; however, a 
closed sequence of events (a story) could easily be presented by the same system. In 
other words, there is no real dichotomy between a story and a computer game system; 
the production of story is merely a constraint of the system’s user. A game engine can 
be used to present animated sequences, but, on the other hand, a story cannot be used 
to play games (although it can tell us how it is done). The relationship between games 
and stories is a hierarchical one: game engines are also potential story-producing 
devices, but not vice versa. So the game system is the more basic, fundamental, 
encompassing structure; the story is merely one of its possible uses.  This becomes 
clear in the opening sequences of Half-Life and Half-Life 2, where the user-avatar is 
free to move inside a train car, listening to a voice-over, but nothing the user does has 
any effect on the avatar’s situation. Later, towards the end of Half-Life 2, the avatar is 
enclosed in a transportation device inside the enemy complex, and the player can only 
watch as the avatar is transported through the building. There is space, but no room to 
move, only to be moved around in.  

Constrained space and forced movement, however, is not in itself a narrative 
device. A unicursal labyrinth, a structure known from antiquity, is not a story, but a 
trial, a place of testing, a game. However, given its sequential structure, it can easily 
be ornamented with story-like elements: other characters, causes and effects, 
descriptive passages in meaningful, orderly sequences. By far the best story-like 
device is the quest, which provide the purpose that the naked space and mere 
exploration may lack. The quest gives direction, action, and resolution, a sense of 
ourselves as participants in the game world. As Tronstad (2001) pointed out, 
successfully accomplished quests are the stuff stories are made from, but they should 
not be confused with the stories that can be told about them. Quests force players to 
experience the game world, to go where they have not gone before, and barely can. 
The quest is the game designer’s main control of the players’ agenda, forcing them to 
perform certain actions that might otherwise not have been chosen, thus reducing the 
possibility space offered by the game rules and the landscape. 
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Such enforced spaces and quests may be used to convey information that may pass 
as stories, but these “stories” are not co-told by the players, only uncovered and 
observed by them.Not gamer-as-author, but (at best) gamer-as-archaeologist. In most 
linear corridor games, like Max Payne, the player can ignore the information, with no 
strategic penalty. Unlike D&D, there is no narrative improvisation on the player side 
(though there may be gameplay improvisation), and no collaboration or even 
information exchange bwtween gameplayer and game designer. The only creative 
possibility for the player is to subvert the system, to play against the designers, to try 
to sabotage the intentions by exploiting a flaw in the programming of the system. 
What is created by such actions, however, is not a new “interactive” story, but an 
exposure of the non-caring simulation system beneath the fragile, easily broken and 
unconvincing storyline.  

Successful productions of this type, whether we call them stories, games or story-
game hybrids, must find a balance between the landscape and the path forward. The 
landscape must disguise its unicursal nature, and the true path must appear as though 
it was one choice among many. The creative ingenuity of the quest game designers 
hinges not on their ability to create story-building elements (believable characters and 
events) but on their spatial design: how well the path is disguised by the landscape, 
and discoverable by a balanced amount of player effort. Games like Half-Life is an 
exercise in spatial exploration and discovery, and what makes Half-Life 2 better than 
its predecessor is its tighter, better staged levels.  

 

Fig. 8. Half-Life 2 (2004): A single path through the landscape; the mysterious man with 
suitcase (blowup, right) is merely narrative ornament 

Other games open up the game landscape and create more freedom and choice for 
their players. One alternative model to the unicursal corridor is the hub-structure (or 
multicursal labyrinth) we find in games like Knights of the Old Republic (2004), a 
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game set in the Star Wars universe, where the avatar must progress, D20-like, from 
apprentice to Jedi, while choosing between the light and dark side of the Force. The 
game allows the user to move between several planets (level clusters) while solving 
progressively harder tasks, given by many minor game characters. The player can 
move at will, revisiting the same places with new objectives. As the avatar becomes 
stronger, the range and freedom of safe movement grows. Here, too, the object of the 
game is to discover new areas, which may reveal “story” elements in a carefully 
orchestrated way.  

Finally, we have games with completely open landscapes; where the challenge of 
navigation is mainly a matter of moving safely, and not of maze-solving. A recent 
example is Morrowind (2002), where the game consists of one huge, continuous 
world/level (and some underground “dungeons”) and where the avatar may move in 
any direction, as long as the monsters in our path can be conquered. In Morrowind, 
we may eventually discover story-elements in the form of a “central quest” that one is 
free to pursue, but given the open landscape, one can play for a very long time doing 
anything one pleases. 

5   Conclusion 

Comparing these games shows us that what may resemble narrative structures is 
actually spatial (A to B) structures, and that the games that may seem most story-like 
are the most spatially constrained and place-quest oriented. The challenge for game 
designers who want to create rich, open game worlds and tell interesting stories at the 
same time, is to move beyond the constraints of unicursal corridors or multicursal hub 
structures while keeping the player’s attention on a storyline. And that is no easy task. 
But perhaps presenting an interesting landscape with challenging quests is enough? 
The most original quest games of 2004, such as Far Cry and Fable, presented shallow 
characters and utterly traditional gameplay, but their worlds and landscapes were rich 
and varied.  
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Abstract. Young children often build various structures with wooden
blocks; structures that are often used for pretend play, subtly improving
children’s creativity and imagination. Based on a traditional Japanese
wooden block toy, Tsumiki, we propose a novel interactive toy for chil-
dren, named “TSU.MI.KI”, maintaining the physical assets of wooden
blocks and enhancing them with automation. “TSU.MI.KI” consists of a
set of computerized blocks equipped with several input/output devices.
Children can tangibly interact with a virtual scenario by manipulating
and constructing structures from the physical blocks, and by using input
and output devices that are integrated into the blocks.

1 Introduction

Young children often construct various structures with blocks and also play with
the constructed structure in pretend play. As an example of such blocks, we have
Tsumiki-toy which is a Japanese traditional toy made of wooden blocks. Despite
Tsumiki’s simple form, children assemble and play with it, while at the same
time unconsciously learn and enhance their creativity and imagination. However,
since the toy consists of wooden blocks, the interaction has been limited to be
only one-way – from children to Tsumiki blocks. If this interaction could be bi-
directional and supported by rich multimedia contents on a computer, it could
stimulate children’s creativity and imagination even further.

On the other hand, in order to realize intuitive interaction with computers,
approaches of direct manipulation have been focused on. These approaches can
make user interfaces easy to learn, to use, and to retain over time [1]. Based
on this idea, researches have recently commenced on user interfaces that use
physically substantial objects to improve the intuitiveness of interactions with
the computer [2]–[4]. Such interfaces do not require computer expertise, nor do
they depend on users’ cultural background and age. In addition, if the shapes of
these interfaces in the physical environment matched their representation and
function in cyberspace, users could interact with cyberspace via these physical
objects more intuitively and easily.

Our main research goal is to bridge the gap that separates cyberspace and the
physical environment by using physical objects as user interfaces. In this paper
we present such interface, “TSU.MI.KI”, a novel interactive story-telling system

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 507–510, 2005.
c© IFIP International Federation for Information Processing 2005
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Fig. 1. Overview Fig. 2. System architecture

for stimulating children’s creativity and imagination by supporting multimedia
contents intuitively and easily (see in Fig. 1).

2 TSU.MI.KI.

We describe TSU.MI.KI’s general flow of events. First, by using a set of com-
puterized blocks, children construct a shape with which they want to play in
cyberspace. The computer automatically recognizes the constructed structure in
real time, and then retrieves some candidate 3D virtual models closely matching
the constructed structure. After that, children select one of the candidates, and
the computer starts to play the virtual model’s multimedia contents. Children
can play in cyberspace while holding the constructed object in their hands. This
interaction is supported by input and output devices fitted to each block, and
by the computerized cube structure being self-aware of its geometry. In order to
realize this system, we have designed the system architecture shown in Fig. 2.

The TSU.MI.KI system supports this flow of events in all its applications by
three different scenarios that follow each other sequentially: plain, construction
and interaction scenarios. The plain scenario displays non-interactive contents,
such as a movie, an image or a music clip, explaining to the children what
happens in cyberspace. In the construction scenario, children construct a shape
with which they want to play in cyberspace. The computer then displays candi-
date virtual models that closely match the constructed structure. After children
choose one of the candidates in the construction scenario, the interaction scenario
starts playing. In this scenario, children play in cyberspace with the structure
they constructed earlier through input and output devices fitted to each block.

To allow children to input the shape with which they want to play and input
their intention into the interaction scenario, and to show the result of children’s
interaction to them, we use the ActiveCube system [5] as the physical object. All
scenarios for the application are defined and recorded as files on the computer
in advance. In the construction scenario, children construct their desired shape
tangibly, and the ActiveCube module recognizes its structure in real time. After
that, the main module gives data of the structure to the similarity-calculation
module, which calculates similarities between all of the virtual models and the
constructed structure by using a method [6]. The main module acquires the



A Computerized Interactive Toy: TSU.MI.KI 509

results of this calculation and presents some virtual model candidates corre-
sponding to the results. The display module presents TSU.MI.KI’s multimedia
and virtual contents. To realize an immersive environment for children, the dis-
play module is designed to be capable of presenting realistic and interactive
multimedia contents.

3 Application

We expect that the TSU.MI.KI system can be applied to various applications for
children and can stimulate children’s creativity and imagination. As one typical
example of this system and to provide confirmation of our assumptions and
claims, we implemented an application that consists of one quest with several
scenarios. The application follows this story outline:

A girl, Alice, has lost her way home and has been wandering in a magical
world. Then, she encountered an elderly lady, who was a good witch. The witch
gave her magical blocks to help her overcome difficulties on her way home. When
she constructs an object with these magical blocks to form a desired shape, it
transforms itself into an object that forms the same shape as the constructed
blocks. Next, Alice faces a wide river and somehow has to cross it. How can she
get across this wide river, and can she reach her home safely?

In order to implement this story-telling application, we prepared seven sce-
narios: three plain, one construction, and three interaction scenarios. Fig. 3 shows
a scene which a girl is constructing and selecting her desired object.

At first, a plain scenario explains the situation that the children are facing
by presenting some images; the scenario explains the approximate story as de-
scribed above and displays to the children the wide river and indicates the need
to cross it.

Then, in the construction scenario, they construct a shape which they con-
sider the most appropriate to get Alice across the river, using trial and error

Fig. 3. Shape selection from several

candidates

Fig. 4. Interaction with ship
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(repetitions of connection and disconnection of blocks). The constructed shape
is transformed into several virtual objects as candidates in real time.

After completing construction, the children have to select one of the ap-
propriate objects from the presented candidates. The current selected object is
changed by rotating the circle of candidates and executed by tilting the physical
object to the right or to the left. When they decide on their desired object, they
push down on the physical object. The scenario branches off corresponding to
the chosen object into three interaction scenarios.

The interaction scenario shown in Fig. 4 is the most specific and novel part of
the TSU.MI.KI system. With the traditional Tsumiki wooden block toy, children
only play in their imagination with static blocks; there is no response from
blocks and no spread of the story. In contrast, the TSU.MI.KI system enables
children to play in cyberspace, where there are no limitations to representation
and imagination.

4 Conclusion

In this paper, we proposed a novel user interface named TSU.MI.KI that bridges
the gap between cyberspace and the physical environment, and provide a unique
and innovative“edutainment” (educational-entertainment) experience for chil-
dren. We briefly described the design approach and implementation method of
our system and of the prototype quest game that used it as infrastructure.

References

1. Shneiderman, B.: Designing the user interface - strategies for effective human-
computer interaction - third edition, Addison-Wesley (1998)

2. Ishii, H., Ullmer, B.: Tangible Bits: towards seamless interfaces between people, bits
and atoms. in Proc. of Conference on Human Factors in Computing Systems (CHI
’97) (1997) 234–241

3. Anderson, D., Frankel, J., Marks, J., Agarwala, A., Beardsley, P., Hodgins, J., Leigh,
D., Ryall, K., Sullivan, E., Yedidia, J.: Tangible interaction + graphical interpreta-
tion: a new approach to 3D modeling. in Proc. of SIGGRAPH2000 (2000) 393–402

4. Gorbet, M. G., Orth, M., Ishii, H.: Triangles: tangible interface for manipulation
and exploration of digital information topography. in Proc. of Conference on Human
Factors in Computing Systems (CHI ’98) (1998) 49–56

5. Kitamura, Y., Itoh, Y., Kishino, F.: Real-time 3D interaction with ActiveCube. CHI
2001 Extended Abstracts (2001) 355–356

6. Ichida, H., Itoh, Y., Kitamura, Y., Kishino, F.: Interactive retrieval of 3D shape
models using physical objects. in proc. of ACM Multimedia 2004 (2004) 692–699



Multimodal Wayfinding in a Driving Simulator

for the S
chair

e Internet Chair, a Networked
Rotary Motion Platform

Kazuya Adachi, Ken’ichiro Iwai, Eiji Yamada, and Michael Cohen

Spatial Media Group, University of Aizu,
Aizu-Wakamatsu, Fukushima-ken, 965-8580; Japan

1 Multimodal Display/Control

We are exploring idss (intelligent driver support systems), especially includ-
ing way-finding presented via spatial audio. (“Way-finding” refers to giving a
driver directions, as via car navigation [“Car-Nabi”] gps/gis systems.) We have
developed a networked driving simulator as a virtual-reality based interface (con-
trol/display system) featuring integration with the S

chaire rotary motion platform
for azimuth-display, stereographic display for 3d graphics, and spatial audio
(sound spatialization) way-finding cues.

As a haptic output modality, chairs with servomotors (shown below in
Fig. 1) can render force-display, turning themselves under networked control,
to respond to driving control. Our chairs are deployed with augmented reality
visual scenes (via qtvr-enabled browsers, Swing-conformant dynamic maps, and
Java3D) and sounds, using laptops integrated via wireless communication (using
Wi-Fi, 820.11). As a visual output modality, a mixed perspective or stereoscopic
rendering of a scene, fusible via special eyewear, allows spatial graphics. As an
audio output modality, transaural speakers (without crosstalk), “nearphones”
embedded in the seat headrest, can present unencumbered binaural sound with
soundscape stabilization for multichannel sound image localization. These sen-
sory modalities are reviewed in the following subsections.

1.1 Haptic Modality: Driving Control and Azimuth-Display

We developed a second-generation prototype of our Internet Chair [1] deployed as
an output device, a rotary motion-platform information appliance [2,3]. Dubbed
“S
chaire” (and pronounced /schaire/, for ‘share-chair’), our prototypes can twist

under networked control, synchronized with visual displays and spatial audio for
propriocentric consistency. We extended our S

chaire to support networked driving
simulation, including a steering wheel controller and foot pedals (accelerator and
brake).1 The S

chaire Internet Chair motion platforms don’t translate, but their
rotation is synchronized with the turning of the respective virtual vehicle.

F. Kishino et al. (Eds.): ICEC 2005, LNCS 3711, pp. 511–514, 2005.
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(a) Second Generation
Prototype. (Developed with

Dept. of Mechanical Engi-

neering Systems, Yamagata

University and Mechtec.)

(b) Java3D Virtual Inter-
net Chair (Developed by

Daisuke Kaneko, and extended

by Shiyota Nakayama with

Alam Bolhassan.)

(c) Stereographic viewer on
the S

chair
e desk, used to

fuse dynamic stereograms
on the laptop.

Fig. 1. For its haptic output modality, servomotors render kinesthetic force display, ro-

tating each S
chair

e under networked control. Note the nearphones straddling the head-

rest for binaural display without cross-talk.

Fig. 2. Double-paned driving simulator window showing exocentric (left, bird’s eye)

and egocentric (right, driver’s perspective) views. (Originally developed by Hideto Shimizu.)
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North
 Bell

: Navigation arrow

Red Car Blue Car

: Sound vector

     Red
destination

    Blue 
destination

Fig. 3. Sound vector modeling

1.2 Visual Modality: Mixed Perspective or Stereoscopic Display

Using Java3d2 [4,5,6], we developed an interface for a driving simulator, shown
in Fig. 2, featuring a model of our campus and controls for time-of-day (day- or
night-time) and visibility (clear or foggy). Graphical way-finding is augmented
by arrows that fly from each car’s current position towards the goal. We have
deployed a stereoscopic display, programming parallel windows presenting vi-
sual perspectives whose standpoints may be coupled, separated by an interoc-
cular displacement, fusible with a viewer like the “Screen Scope,”3 shown in
Fig. 1(c).

1.3 Auditory Modality: Spatial Audio Wayfinding via Nearphones

Anticipating a convergence of gps/gis and spatial audio [7], we are experiment-
ing with audio cues for wayfinding. Besides each driver’s own “driving music,”
various tones and sounds are emitted from other salient objects. As illustrated
by Fig. 3, each driver may attend or mute four sound sources: one’s own car’s
music, another’s car’s music, “North bell” (an audio compass), and navigation
(way-finding) beacon.

A ‘simplex’ mode couples the local control and display, while an alternative
‘duplex’ mode disables such immediacy, relying instead upon returned network
events to update the visual and displays. This scheme accommodates network
delays and client latency, synchronizing the multimodal display. For particular
instance, the S

chaire Internet Chair has significant sluggishness, a consequence of
mechanical inertia (seatee payload) and user comfort.

1 www.logitech.com, www.logicool.co.jp
2 www.java.com/products/java-media/3D/
3 www.berezin.com/3d/screenscope.htm
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2 Conclusion

Our driving simulator application has been applied to a race game. A game man-
ager program randomly determines a target in the field, and locates the audio
beacon at that position. Drivers race to the goal— using a steering controller
with foot pedals, keyboard, or both— with the encouragement of arrows flying
towards and sound emitted from it. The first to arrive at the goal position is
declared the winner.

In this entertainment computing research, three senses— touch, sight, and
hearing— are employed. The duplex mode establishes that when the motion
platform controller receives a target azimuth, it sends updates on a separate
channel while twisting towards the target, coupling the proprioceptive, visual,
and auditory displays.

Using spatial audio, our networked driving simulator is enhanced regarding
both realism and augmented reality capability. In conditions of good visibility,
the dynamic stereographic arrows are effective way-finding cues, but especially
in conditions of reduced visibility— night-time and/or fog— spatial audio cues
complement the arrows for way-finding and situation awareness.
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Abstract. This paper describes an environment for editing and performing 
interactive media art/entertainment. The design background is to provide 
artistic/entertainment pieces, in which multiple people can participate without 
special sensory equipment. This paper introduces a gesture input function using 
color tags in the image and some matching functions to be used for writing a 
piece. This paper shows an example of interactive media art/entertainment, 
called “Ohka Rambu,” and describes the usage and possibilities of the 
environment. 

1   Introduction 

Modern computer technologies on real-time gesture sensing and fast audio and visual 
rendering techniques have brought about a brand-new art genre called interactive art, 
and video games appealing to body sensation [1]. Nowadays, interactive art has 
become popular, and the number of galleries or artistic events featuring interactive art 
is increasing. Also body action games are very popular, especially for the young 
generation. The main stream of the game centers (arcade) has been changing to the 
gesture games. Interactive technology is one of the crucial keywords, when we think of 
new entertainment. 

In this paper, we are going to describe one of the endeavors to realize interactive 
art/entertainment, in which plural participants can enjoy collaborative media 
performance. In Section 2, we introduce some related works and our design concept. 
Section 3 describes technical overview of the developed environment on which we edit 
and perform contents. In section 4, we present a concrete work called “Ohka Rambu,” 
implemented on the proposed environment. Finally we discuss the possibilities of the 
presented system. 

2   Related Works and Design Concept 

There have been many technological activities explored with the goal of assisting to 
edit (compose) interactive performances efficiently. These endeavors are mainly 
classified into one of the following three types; 1) authoring environment for 
multi-media, 2) media-rendering techniques, and 3) gesture information processing. In 
the research field of music, authoring environments for designing sound and music 
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have been developed since the 80’s. We can find its developed form as a visual iconic 
authoring environment for multimedia, like a commercial product Max/msp [2]. 
Max/msp provides an interface to use external objects that third parties have developed. 
Currently, objects for computer graphics, video effects, and image sensors are 
available. There also are some activities to employ multiple sensors with some pat-tern 
matching functions for writing performing art for Max/msp [3, 4]. 

Rendering techniques and gesture acquisition are related to virtual reality technology. 
Recently, higher-level APIs for virtual reality have been open to the public. Among these 
open APIs, a free toolkit called ARToolkit [5] that supports image processing for object 
tracking is widely used for the implementation of virtual reality applications. Recently 
various high quality software video effect APIs are also available [6]. 

As mentioned above, we can choose and combine free tools as they may be fit for the 
intended design of the artistic/entertainment work. Although the freedom of editing 
interactive art/entertainment work is expanding, it is not useful enough, when we once set 
the concrete system configuration resulting from the artistic goal. Here, we focus on 
making interactive art/entertainment pieces, in which one or multiple audience members 
can participate without special sensors. In addition, we intended to edit a competitive 
mass game on the same environment. For this goal, we decided to design an environment 
for editing and performing interactive art/entertainment, which detects and reports 
movement of some color regions in video image, as shown in the following chapter. 

3   System 

The system consists of a PC and video cameras. The main functions provided in the 
environment are movement detection of the given color regions and some feature  
 

1. Segmentation Labeling based on Colors

e.g. [ ( G + B ) / 2 – R < T ? ]

( R, G, B: value of each color, T: distinction parameter )

2. Gravity calculation of the largest area to get 
Central position of the object

fresh old

23211815Y

6532X

M[3]M[2]M[1]M[0]

Time Sequential Movement Data
3. Generation movement data by 

comparing new position with before position

 

Fig. 1. System Configuration. Data input and getting raw movement data 
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extraction functions for the obtained movement. Processing flow from video image to 
movement calculation is shown in fig 1. We utilize color codes for identifying multiple 
gesture input. 

The system captures the gravity of the registered color at the frame rate.  Users of the 
environment may use similarity values between registered movements (template), as 
well as the time sequential gravity data. One of the points that we set in designing the 
system is to measure and utilize information regarding synchronicity of the participants 
to the works. Therefore we prepared for an API which reports the movement 
similarities of the selected two color regions. Combining these APIs, the content 
programmer can write cooperative and competitive contents efficiently. 

4   Implementing “Ohka Rambu” 

We edited a Japanese-taste piece called “Ohka Rambu” (Dancing with Cherry 
blossoms) using the environment described in chapter 2. The artistic concept of “Ohka 
Rambu” is derived from typical Japanese spring scenery where plenty of pedals of 
cherry blossoms are dancing fanned by a wind. In this piece, one or two persons play by 
producing winds using blue and red paper fans. Some of the rules are implemented in a 
production system manner are: 

0. Raw data
1. Function1. Similarity to registered movement patterns
2. Function2. Synchronicity detector of plural color data

Utilization of Reported Data

1. Visual Effect for keeping 
moving (0,1)

2. Visual Effect for Stop and 
Move (0,1)

3. Visual Effect When 
Synchronizing Movement 
(1,2) is detected.

 

Fig. 2. Some pictures of "Ohka-Rambu 
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1. For each fan, if a movement over a certain threshold has been detected, pedals 
falls down around the center of the fan, with ambient sound. 

2. If fans stay at the same place for a while, a big cherry blossom emerges at the 
position of the fan. After the cherry blossom has fully grown and movement of 
the fan has been detected, plenty of pedals are blown up with a flash sound and 
imaging effect. 

3. If the movement of two fans is synchronized, a motion blur effect emerges.  

The image sample corresponding to the rules are shown in fig 2. 

5   Concluding Remark 

This paper has presented a framework that is intended to write interactive 
art/entertainment efficiently, and introduced a piece “Ohka Rambu” (Dancing with 
Cherry blossoms) edited on the framework. “Ohka Rambu” is supposed to demonstrate 
at any event including ICEC2005. 

The system uses color markers for identifying gestures. Although participants of the 
have to wear or have colored markers, it is not a strong constraint com-pared with 
wearing the electric sensors. Moreover, this configuration allows many people to enjoy 
mass games. For instance, we implemented a preliminary mass game, in which the 
audience is divided into a blue team and a red team, having a blue penlight and a red 
penlight respectively. If each of the team members moves the penlight in the same way, 
we can detect this regularity from the gravity data. To the contrary, if the team members 
move the penlight at random, the gravity data does not produce meaningful data. We 
used this constraint in implementing the mass game. 

We would like to demonstrate the system together with the media piece “Ohka 
Rambu,” at some events, including the ICEC2005. We would like to gather comments 
from participants who experienced “Ohka Rambu”, for evaluating the system and piece 
as future work. 
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Abstract. A fish tank is established in a cyberspace based on a real world in 
which autonomous fish agents, generated from images captured in an actual 
world, swim. The behavior of each fish is determined by an emotional model 
that reflects personality according to encountered events and user interactions. 

1   Introduction 

Environment of the earth is one of the most vital themes in these days. Therefore, 
computer simulations of natural ecological systems have an increasingly important 
role in various fields. Moreover, sophisticated interactive simulation systems are 
expected to be established for the purpose of assessment of the environment, enlight-
enment or education of the theme, and expandion of the range of the research field, 
and so on.  

We are exploring a novel approach to interactive ecosystem simulation, carefully 
addressing the fragile balance and tradeoff between the autonomy of the simulated 
ecosystem and the freedom of user interaction. In this paper, a fishtank in a cyber-
space is described. Goldfish swimming in a tank is used as an example and an interac-
tive simulation system of an ecosystem is established. 

2   System 

Our project establishes a fish tank in a cyberspace based on video images taken from 
the real world. 

2.1   Outline 

Each fish in a fish tank in cyberspace is an autonomous agent generated from images 
of real fish from the real world. All fish motions, shapes, and textures are extracted 
from live video of real fish from a tank by using an image processing technique, 
which is then applied to the fish agents. The behavior of each autonomous fish agent 
is determined by an emotional model with fuzzy logic.  Here, the emotions of each 
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agent are generated and based on individual personality and physiological parameters 
of the agent, which vary according to encountered events and user interactions. After 
an agent’s behavior is determined, a sequence of video images that most matches the 
determined behavior is retrieved from a database in which a variety of video clips of 
real fish behavior are stored. Then the retrieved images are applied to the fish agent. 

By using a mouse or other adequate interaction device, users can interact with fish 
agents to perform such interactions as feeding, copying, deleting, dragging, and so on. 
Users can also customize the fish tank by changing its brightness, temperature, water 
quality, time transition, and so on (Fig. 1).  

 

Fig. 1. The interface of Cyberspace fish tank 

2.2   Configuration 

The basic flow is as follows: a camera is used to extract living individual objects 
present in the real world by image processing techniques, and these extracted objects 
are presented in real time in a computer-generated virtual space. Each living individ-
ual has virtual sensors such as temperature, olfactory, and visual sensors. For exam-
ple, the visual sensor is used to discover the status of the other living individuals, and 
the visual and olfactory sensors are used to discover the availability of food. Each 
living individual agent is provided with six types of behavior patterns (searching, 
eating, sleeping, approaching, avoiding, and escaping).  

When the behavior of each agent is determined, suitable behavior is called up from a 
wide variety of scene video examples of this living individual in a pre-prepared data-
base, and this is displayed in the virtual space after performing any video editing that 
may be required. 

Figure 2 shows the configuration of a system configured as an application exam-
ple. As an example, consider an application where the video objects are goldfish in-
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side a fish tank, and each goldfish is an individual living agents. A database is pre-
loaded with scenes consisting of several tens of frames depicting a goldfish swim-
ming in various different directions at different speeds and with different postures, 
inclinations, and so on. This database is indexed using information such as the direc-
tion and speed of the goldfish, its posture, inclination and so on is added on a per-
scene or per-frame basis. When the behavior of a fish has been determined, a search is 
applied to the index information of this video database to call up a suitable scene for 
the behavior of the goldfish, and this is displayed in the virtual space after applying 
any video editing that may be necessary. 

Characteristics Emotion Model

Physiological
Parameter

Video Database

Segmentation
Indexing

Replacement Scene Retrieval
Scene Editing

Motion
Shape

Velocity

•Object Extraction
•Parameter Calculation
•Annotation

•Scene Analysis

•Scene Classification

Real Fishtank •Autonomic Behavior
Perceiving

Virtual 
Environment

Emotional
Parameter  

Behavior Decision

Query Generation

Behave Feature

Behavior GenerationImage Processing

Video Database

Interaction

Interface

 

Fig. 2. System overview 

3   Method 

Core technical innovations of the system are the following: 

1. Image Processing: accurate extraction and tracing of target fish from 
roughly installed cameras (Fig. 3). 

2. Behavior Generation: behavior of each autonomous agent is determined by 
an emotional model with fuzzy logic. 

 
(a) input image (b) extracted fish (c) contour  (d) trajectory 

Fig. 3. A sequence of video image processing to extract goldfish 
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3. Video Database: automatic generation/maintenance of a video database and 
automatic editing of retrieved video clips based on context. 

4. User Interface: presentation of a cyberspace fish tank and an interactive en-
vironment with autonomous fish agents. 

4   Conclusion 

The users will enjoy a cyberspace fish tank generated from video images taken from 
the real world through interactions using such devices as a mouse. If multiple fish 
tanks are simultaneously established, attendees can compare fish growth situations in 
different fish tanks under a variety of conditions. 

Various approaches to generate virtual fist tank have been presented (e. g., [1]), 
however, in our work fish agents are generated from real video images taken in real 
space. Moreover, since the behavior of each fish agent is determined by an emotional 
model with fuzzy logic, our work shows a variety of behaviors. Images representing 
fish agent behavior are retrieved from a video database and displayed after appropri-
ate special effects are added. The video image processing techniques [2] and motion 
graphs [3] were very helpful. We use similar video image processing techniques in 
feature based extraction and classification of real fish and smooth connection of video 
frames taken of real fish. 

An ecosystem in a cyberspace is one of the goals of our project. A cyberspace eco-
system is established based on a real environment; however, the ecosystem is interac-
tive, and each creature in the ecosystem exists autonomously  and has an individual 
personality. Such a novel approach to interactive ecosystem simulation carefully ad-
dresses the fragile balance and tradeoff between the autonomy of the simulated eco-
system and the freedom of user interaction. This project will be useful for future com-
puter simulations of natural ecological systems (not only zoological but botanical 
environments) for the purposes of science, education, and relaxation. 
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Abstract. This paper considers a new tangible interface for vision-based 
Augmented Reality (AR) systems. Tangible AR interfaces provide users 
seamless interaction with virtual objects in AR systems but with the restriction 
of user’s motions. A new tangible AR interface is designed to overcome this 
limitation. Two hexahedral objects are attached together to create the new 
tangible AR interface.  The shape of the new tangible AR interface removes the 
restriction of user’s motions in existing tangible AR interfaces.  Users can move 
and rotate the new interface freely to manipulate virtual objects in AR 
environment. This improvement is useful for applications that require 
unrestricted rotation motions of virtual objects. The Pueblo board game is 
developed to demonstrate the usability of the new tangible AR interface. 

1   Introduction 

Augmented Reality (AR) merges real and virtual worlds to provide users useful 
information that cannot be achieved by users own senses.  From the end of the last 
decade, AR gains much interest from researchers in various fields (i.e., computer 
science, architecture, industry design, and psychology), and they develop applications 
in diverse areas (i.e., industry, medical, mobile, and entertainment).  Although many 
researchers have explored AR, the interface design has not been actively studied.  
General AR applications mainly provide users limited viewing or browsing of 
augmented information. 

This paper considers an interface technique that provides users natural interaction 
with vision-based AR systems through a tangible 3D object.  Recently, researchers 
apply the tangible user interface [1] to AR systems and develop tangible AR inter-
faces. Generally, these interfaces are composed with a real object and markers. One or  
 

                       
(a)                                            (b)                                    (c) 

Fig. 1. Tangible AR interface and occlusion problems (a) Board interface (b) Cube interface (c) 
Occlusion problems 
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more markers are attached on the real object as shown in Figure 1, and the pose of the 
interface is computed based on these markers and used to manipulate virtual objects.  

Many researchers use a flat board with a marker (a Board interface) as a tangible 
interface for their AR systems, Figure 1(a).  The Board interface is used to manipulate 
corresponding virtual objects [3], [4], [5].  Frequently, the Board interface is attached 
on a real object such as a paddle [3], and a cup [5].  A cube can be used instead of a 
flat board.  More than one marker are attached on sides of the cube, and users can 
manipulate this Cube interface to interact with AR systems [2], [6], Figure 1(b).  The 
main advantage of using these tangible AR interfaces is that users interact with virtual 
objects as they do with real objects.  The tangible AR interfaces provide users more 
realistic interaction than using special-purpose input devices, which cause interaction 
discontinuity [4].  However, the current tangible AR interface has limitations.   

The current tangible AR interface cannot be rotated freely to interact with virtual 
objects because a marker on the tangible AR interfaces is not always viewable to the 
camera in AR systems.  Users can rotate the Board interface along the up axis, but 
users cannot rotate it along other axes. The marker on the Board interface is not view-
able to the camera for these rotation motions. For the Cube interface, users can rotate 
it along any axes, but users have to place their hand(s) in special locations of the inter-
face (i.e., corners of the Cube).  If users were not careful, user’s hand(s) would oc-
clude markers partially or entirely as shown in Figure 1(c) and result the failure of 
pose estimation. This requirement causes uncomfortable interaction with virtual  
objects. 

This restricted motion is critical for applications that require varied rotation mo-
tions.  To overcome this limitation, a new design of the tangible AR interface is pre-
sented in this paper.  Two hexahedral objects are attached together to create the new 
tangible AR interface as shown in Figure 2(a).  We call this interface as the Pueblo 
interface because the shape is similar to the building blocks of the Pueblo board game.   

In the next section, the key aspects of the Pueblo interface are introduced, and the 
pilot application, AR Pueblo board game, is presented in section 3.  The conclusion 
will follow the description of the pilot application.  

2   Pueblo Interface 

This section discusses key aspects of the new 3D tangible interface, i.e., basic design, 
tracking, and interaction.  We designed the Pueblo interface considering one aspect of 
interface principles, seamless interaction with an AR system. 

           
   (a)                                 (b)                                                     (c) 

Fig. 2. Pueblo interface (a) Shape of the interface (b) Visible markers at varying positions (c) 
Two-hand interaction 
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The Pueblo interface is an object that is created by aligning two hexahedral objects 
as shown in Figure 2(a) with markers.  Eighteen distinguishable markers are attached 
to the Pueblo interface, so it can be viewable from the camera of AR systems at any 
orientation as long as the interface is located inside the viewing area of the camera. 

The pose of the Pueblo interface is estimated using the vision-based AR library, 
ARToolKit [7]. The camera views the Pueblo interface, and the AR system detects 
markers on the Pueblo interface and estimates pose of the Pueblo interface using the 
detected markers. 

The Pueblo interface provides natural interaction to users.  Users hold the Pueblo 
interface and move or rotate it freely to manipulate the corresponding virtual object. 
At least one marker of the Pueblo interface is always visible to the camera as long as 
the interface is viewed by the camera, Figure 2 (b).  Users can also hold the Pueblo 
interface with one or two hands not occluding all markers on the Pueblo interface, 
Figure 2(c). 

3   Pilot Application: AR Pueblo Board Game 

The main application of the Pueblo interface is 3D AR board 
games.  One of the popular board games is the Pueblo shown 
in Figure 3, and we implemented it to demonstrate the capa-
bility of the Pueblo interface.  The game requires complex 3D 
manipulations of building blocks to play it.  Players have to 
rotate and move their building blocks to build a large pueblo 
on a game board. 

The AR Pueblo board game consists of four components, a 
main board, building blocks, a camera, and a display.  The 
main board is used to place and to manipulate a virtual Pueblo 
board, and it is the main coordinate of the system, Figure 4(a).  
Every virtual object on the system will be located relative to 
the origin of the main board. 

The building blocks are manipulated by the Pueblo interface.  Users interact with 
the Pueblo interface to locate their building blocks on the virtual board to build a 
virtual pueblo.  While users are manipulating the Pueblo interface, the camera is used 
to track the pose of the Pueblo interface, and the system locates the corresponding 
virtual building blocks in the AR environment. 

          
  (a)                                 (b) 

Fig. 4. AR Pueblo board game (a) Main board (b) Rotate the main board to view at varying 
locations 

 

 

Fig. 3. Pueblo board 
game 
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HMD and a desktop monitor can be used as a display of the game.  When HMD is 
used, the camera is attached on the front side of the HMD.  Players can move their 
heads to view the game in various locations.  When a desktop monitor is used, the 
camera is attached on the top of the monitor.  Players can rotate the main board to 
view the other side of the game, Figure 4(b).  Each display has its own advantages.  
Players wearing HMD could view the game freely and realistically.  When a desktop 
monitor is used as the display, players are free from wearing a cumbersome HMD, so 
they can play the game longer than players wearing a HMD. 

Using these elements, up to 3 players can play the AR Pueblo game. After select-
ing the appropriate building block, the player manipulates the Pueblo interface to 
interact with the selected building block.  The player can rotate the Pueblo interface 
freely as he/she does with a real building block used in the real Pueblo board game. 

4   Conclusion 

This paper introduces the new tangible AR interface called the Pueblo interface.  The 
Pueblo interface is built by attaching two hexahedral objects, so users can move and 
rotate the Pueblo interface freely to manipulate 3D virtual objects.  This freedom is 
the main advantage of the new interface over existing tangible AR interface, the 
Board and the Cube interfaces.  By improving the freedom of the interface motions, 
the Pueblo interface provides natural interaction with AR applications that require 
unrestricted motions of virtual objects. 

Currently, the Pueblo interface is only tested empirically to demonstrate that the in-
terface can provide users natural 3D interactions.  The Pueblo interface has not been 
proven as the optimal interface that provides unrestricted 3D motions to users. The 
way to design the optimal Pueblo interface is left for the future work. 
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Abstract. Free Network Visible Network is an active media system that
uses the possibilities of the new technologies to create new landscapes
in the public space by means of the visualization of the data that ow
between digital networks. It changes our perception of the world with
the “invisible meanings” that are around us. Mixed Reality Technology
and Internet Traffic Listening system are adopted in this project in order
to visualize, floating in the space, the interchanged information between
users of a network. The people are able to experience in a new exciting
way about how colorful virtual objects, representing the digital data,
are flying around. These virtual objects will change their shape, size
and color in relation with the different characteristics of the information
that is circulating in the network. By the use of the objects exciting
movement through space, users will feel fun and aesthetic entertainment
at observing the social digital communications in their physical space
and city streets.

1 Introduction

In the last 20 years the digital information has flooded the world in which we
live. No matter where we are, even if we are not able to see it, we can imagine
ourselves surrounded by data. The space of digital networks is also the space of
invisible meanings that represents relations between people and a very dynamic
knowledge interchange. By the metaphorical representation of these invisible
meanings, our project here wants to establish a hybrid space where the visu-
alization of the invisible data can help persons to understand the information
society in an exciting way.

By Free Network we mean any computer network that allows free information
flowing through the network [1]. Figure 1 shows how our system will represent
those invisible meanings between the networks in a real public space.

2 Related Work

Our project uses visual metaphors to represent network traffic creating an analogy
between natural systems and online information sets, highlighting, as Christian
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Fig. 1. Screenshot of our system running besides one busy street in Kyoto

Paul says, relationships between data elements that might not be immediately obvi-
ous and that exists beneath the surface of what we usually perceive [2]. Our project
is also related conceptually and formally with other initiatives as the “warchalk-
ing” [3], a term developed by Matt Jones that refers to the act in which people
walk through the cities in search of WiFi nodes, and leaves a simple chalk drawing
for others to find it without difficulty. In which is referred to the representation
of invisible meanings in the real space, our project has also some relations with
Remain in Light, a piece of the Japanese artist Haruki Nishijima [4].

Nevertheless our project is the first art project based on the real coexistence
of physical and virtual objects by means of the Mixed Reality technologies. It
uses art to built communities, and uses technologies to play in the street.

3 System Design

Thefirst stepof our project is to indicate thepresence of awireless networkingnode.
We place visual marks wherever there is a working Free Network (Figure 2), and
each node in this network becomes an urban symbol that can be easily identified.

In this project, we establish direct relations between visual physical mes-
sages placed in the street and the virtual digital information that is floating in
the air. Real messages and virtual information are connected by the a software
named Visible Network Client that converts the data captured from a network
into virtual objects, and superimposes them in real time to the real space. This
software is mainly based on the Mixed Reality technology using MXRToolKit
[5] and CarnivorePE, a software that listens to all Internet traffic (email, web
surfing, etc.) on a specific network. The union between these two technologies
has made possible a new innovative system to visualize in Mixed Reality the
metaphorical representation of the data that are continuously around us. MXR-
ToolKit is used to develop the tracking part of the system, and the Internet
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Fig. 2. Markers indicating Free Network access around the city

Fig. 3. Markers indicating Free Network access around the city



530 A.D. Cheok et al.

Fig. 4. Relation between markers and data visualization

traffic data captured by the CarnivorePE program are used for determining the
different attributes of the virtual objects (the type, size, color, etc.)

As shown in the flowchart in Figure 3, the program starts from the initial-
ization of the system. It then takes in every frame from the incoming video
sequence, and searches for the predefined marker. It will then check the Carni-
vorePE for the data flowing on the network which this computer has connected
to. We use these information to decide whether the virtual object is a cube, a
cone, a cylinder, or a ring, as well as the scale of the virtual object in x, y, and z
direction respectively. If we put several markers in a big space, virtual data may
flow between the markers. Figure 4 demonstrates how it works.

4 Conclusion

In this project, a digital data representing system was successfully built and
tested. Through this system, we would like to provide a more entertaining way
for persons to understand the information society interacting. We have made
this project software system available online under GNU public license at [7].
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Abstract. We found a novel motion illusion; when a video clip presents a moving 
person, the background image appears to move incorrectly. We investigated this 
illusion with psychophysical experiments using a movie display that consisted of 
a human figure and a vertical grating pattern. The grating periodically reversed its 
light-dark phase so that it was ambiguous in terms of motion directions. However, 
when the human figure presented a walking gait in front of the grating, the grating 
appears to move in the opposite direction of her/his locomotion. This illusion 
suggests that human movements modulate perception of video images, and that 
creators of entertainment images need to pay attention to background images in 
videos used in animation and computer graphics. 

1   Introduction 

Viewing human movement has an important role in societal survival, and in enjoying 
entertainment such as sports, dance, cinemas, TV shows and video games. The latter 
field has been enlarged by computer graphics that easily create animation of moving 
people in virtual environments such as walkers on the moon, swimmers in the sky, 
runners in an imaginary street, and so on. However, we have found that seeing human 
movements accompanies visual motion illusions. When a person presents a walking 
or running gait, specifically, a background pattern appears to move in the opposite 
direction of his/her locomotion. We have called this illusion the ‘backscroll illusion’ 
because it is apparently created by backward display scrolling. Here we present some 
demonstrations, an overview of psychophysical experiments, and the implications of 
this illusion for entertainment computing. 

2   Methods 

To demonstrate motion illusions, researchers have used patterns of ambiguous move-
ments. The backscroll illusion appears optimally in dynamic grating backgrounds, as 
illustrated in Fig.1. These gratings reverse dark-light phases periodically so that they 
have two motion components in opposite directions at an equal speed. An individual 
grating is made by the linear summation of two gratings that move in opposite direc-
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tions at equal speeds. Gratings are also suitable for visual stimuli in psychophysical 
experiments because their physical properties such as luminance contrast, spatial 
frequency, temporal frequency and velocity can be independently controlled. In addi-
tion, and known as motion cancellation methods, the strength of the illusion is physi-
cally represented by controlling the ratio of luminance contrasts between the two 
component gratings [8]. 

 

Fig. 1. Snapshots of video clips used in our experiments. The video images presented either a 
walker or a runner; they remained stationary as if stepping on a treadmill, and were seen against 
a counterphase grating background. The grating appeared to drift in the direction opposite to 
the gait despite there being no prominence of any physical components corresponding to such a 
perception. Demonstration movies are on the website at http://www.h6.dion.ne.jp/ ~fff/back-
scroll/. 

The human figures are presented in walking or running gaits, as if they stepped on 
a treadmill. There is no body-translation. Each body part moves along a pendulum-
like trajectory with anti-phase to its counterpart (e.g. left vs. right elbows, wrists, 
knees, ankles, etc.). Thus, in physical terms the human figures also have no direc-
tional bias. In our experiments and demonstrations, the human figures were designed 
with Curious Poser 4/5 software, and superimposed on the gratings using a chroma 
key technique. 

In our experiments, the size of the movie stimuli was about 8 cm width and height 
from 256 pixels on a 17 inch CRT monitor. Observers viewed the display from a 
distance of 90 cm, which resulted in a retinal size of 5 deg of visual angle. Other de-
tails about the experimental methods have been described in our papers [3] [4]. 

3   Results 

Psychophysical experiments showed that the backscroll illusion was optimally per-
ceived under the following conditions: velocity match between the grating and the 
human gait, temporal frequency of grating at 10-20 Hz, and presentation time be-
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tween 0.5 and 4 s [4]. Strength was as much as that of the well-known motion after 
effect (induced by prolonged observation of unidirectional motion [8]). Another ex-
periment indicated that the effect corresponded to micro-stimulation of the motion-
specific brain area of macaque monkeys [2] [9]. 

Further, we recently found involvements of a social factor. The backscroll illusion 
was enhanced when video clips were presented in peripheral visual fields and the 
walker appeared to go away from the fovea on the retina. In this case, a walker gradu-
ally disappeared due to decreasing acuity in peripheral vision unless observers tracked 
the walker with increasing attention. 

We have reported another experiment using a point-light biological motion display 
in which only small light sources attached on the main joints of actors are visible [1]. 
Such fragmented human figures also affected observers’ perceptual judgments, al-
though they poorly produced illusory impression. The most important result was that 
the illusion disappeared when the point-lights were spatially scrambled without any 
change of moving trajectory of each joint. This emphasizes that there is no involve-
ment of a physical motion bias in the backscroll illusion. 

4   Discussion 

Our psychophysical results have consistently suggested that the backscroll illusion 
involves high-level perception mechanisms. Physiological studies showed that recog-
nition of human movements is mediated by the highest brain area of the visual system 
[6]. On the other hand, grating movements are analyzed in lower areas [7]. Thus, the 
backscroll illusion will find feedback streams in the neural network in the visual  
system. 

We do not believe that it is only video images that produce the backscroll illusion. 
It should exist in natural scenes and influence our behavior. For example, seeing oth-
ers’ gaits upsets our vision enough to cause collisions in a crowded street. When driv-
ing at night, the sudden appearance of pedestrians attracts a driver’s attention to pro-
duce illusory spatial perception, which can lead to a crash. We think that the back-
scroll illusion is likely to appear when background images are ambiguous. 

We have reported elsewhere that background motion affects the perception of hu-
man gaits [5], which is a counter effect to the backscroll illusion. Our findings suggest 
that creators of images need to take care with background images in animation or 
computer graphics. If not, audiences will receive wrong information and experience 
feelings of unpleasantness. Rather, we hope that new entertainment vehicles will 
apply the visual illusions of human movements. 
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Abstract. This short paper contains a preliminary description of a novel type of chat 
system that aims at realizing natural and social communication between distant 
communication partners. The system is based on an Emotion Estimation module that 
assesses the affective content of textual chat messages and avatars associated with 
chat partners that act out the assessed emotions of messages through multiple 
modalities, including synthetic speech and associated affective gestures. 

1   Introduction 

An important issue in meeting the needs of the spatially distributed knowledge society 
is to provide natural and intuitive communication tools. In order to improve textual 
methods such as e-mail and online chat systems, some recent systems are based on 
like-like embodied agents as a new multi-modal communication means [9]. Most 
prominently, the BodyChat system [2] employs embodied conversational avatars to 
mimic human-human face-to-face communication. The TelMeA system [11] uses 
embodied agents to deliver messages in an asynchronous online community system. 
Other work employs agents as personal representatives to express the user’s point of 
view of (personal) documents [1]. 

Although avatars may improve the expressivity of online communication, it remains 
within the responsibility of the user to carefully prepare the affective content of the 
textual message. Picard [8] provides a suggestive example: “ ‘How many of you have 
lost more than a day's work trying to straighten out some confusion over an email 
note that was received with the wrong tone?’ A majority of hands usually go up when 
I ask an audience this question. Email is an affect-limited form of communication.” 
[8, p. 87] 

In order to increase the ‘affective bandwidth’ of computer-mediated exchange, the 
internet community typically uses special ASCII symbol combinations, so-called 
‘emoticons’, to express the emotional tone of the message (e.g. “:-)” for “happy”). As a 
complementary technique, work on ‘textual affect sensing’ proposes to analyze the 
textual message itself for affective qualities. In the e-mail composer EmpathyBuddy 
[5], emotional content of text is processed by an approach based on large-scale 
real-world knowledge. The assessed emotion is then attached to the textual message in 
the form of a caricature face that displays the relevant emotion. 
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The concept presented in this paper can be conceived as an alternative to the 
EmpathyBuddy system [5]. Our approach is based on the following methods: (i) the 
affective content of the textual message is recognized by an advanced keyword spotting 
technique, (ii) syntactical sentence-level processing is applied for detection of affective 
meaning, and (iii) animated 2D full-body agents perform the emotional coloring of the 
message using synthetic affective speech and appropriate gestures. 

2   Calculating Emotion Estimation from Text 

The approach for providing emotional estimations for natural-language texts is based 
on a keyword spotting technique, i.e. the system divides a text into words and performs 
an emotional estimation for each of these words (see [7] for an extensive discussion of 
this approach), as well as a sentence-level processing technique, i.e. the relationship 
among subject, verb and object is extracted to improve emotion estimation. 

The initial step of analyzing an emotional scenario is to define the emotions relevant 
to the application scenario. In the chat system, we use the six (basic) emotions from 
Ekman’s research [3]: happiness, sadness, anger, fear, surprise and disgust. We 
employ WordNet-Affect Database [12] of ITS-irst (The Center for Scientific and 
Technological Research of Autonomous Province of Trento, Italy) with WordNet 1.6 
[4] to first find synonyms sets of these six emotion categories and to assess their 
emotional weight, and then compute the weight of a sentence by combining the weights 
of its parts. However, the word spotting method is too simple to deal with sentences 
such as “I think that he is happy” since here, the speaker is not necessarily happy. 

We hence perform the following two types of sentence-level processing. First, we 
eliminate ‘non-emotional’ sentences: (i) sentences without emotional words, (ii) 
questions, (iii) sentences without first person pronouns (as the example sentence 
above). Second, we detect ‘negation’ in sentences. Since negatively prefixed words 
such as “unhappy” are already included in the emotion database, they do not have to be 
considered. On the other hand, negative verb forms such as “have not”, “was not”, “did 
not” are detected and flip the polarity of the emotion word.  

3   Embodied Conversational Messengers 

Based on the engine for textual emotion estimation from text, we built a chat system 
that extracts the emotion from the user’s input sentence. In the following, we briefly 
describe our chat system where animated life-like agents with synthetic speech and 
gestures serve as user avatars and conversational messengers. 

Fig. 1 shows an example of a chat client, where three persons are involved in a 
chatting activity. Among them, “norogo” refers to the user as one chat client, the other 
two (named “holala” and “koko”) are displayed by their own avatar characters. When 
the chat partner called “holala” types the message “I am very happy for her”, her avatar 
character expresses the “gladness” emotion. The relevant emotion word in the sentence 
is the word “happy”, which is defined as “gladness” in the emotion database. The words 
“very” add to the intensity of the emotion conveyed by “happy”. The emotional content 
of the message “I am very happy for her.” is expressed through the avatar by synthetic 
speech and a (exaggerated) non-verbal expression of gladness. 
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            Fig. 1. Chat Client             Fig. 2. Architecture of the chat system 

The architecture of the chat system is depicted in Fig. 2. On the server side, the 
ChatServer module is used to listen to the clients' connection and incoming messages. 
The Emotion Estimation module analyzes the emotion tendency of the incoming 
messages and returns the result back to the ChatServer Module. In our current system, 
emotion detection is context independent, i.e. we currently do not consider the current 
mood or emotion of a chat partner. Once the emotion of a message is estimated, the 
avatar will perform the message with affective expression. The analysis of emotion is 
based on an emotion database and the algorithm mentioned in Sect. 2. The chat system 
has been implemented using the Java platform, JavaScript, the Microsoft Agent 
package [6], and Stanford javaNLP API [10]. The behavior sequence and messages to 
be spoken out are sent to JavaScript functions as parameters. Currently we use a light 
client design in the system; that is, the client side essentially sends connection requests 
to the server module, and sends or receives messages. When the connection is 
established, the client will request the server to send its information, e.g. to a particular 
agent character. The server will update its online list of the clients for each client. Then 
the user can choose the chat user to talk with in the animated style. After a chat user is 
chosen, the Agent Behavior Control module is called to generate a behavior expression 
corresponding to the emotion estimation value. On the server side, we also maintain a 
user information database. 

4   Future Work 

In our future work, we plan to improve the Emotion Estimation module, specifically by 
combining past emotional states as a parameter for deciding the affective meaning of 
the user’s current message. In addition, the speaker’s mood will be associated with the 
topic of the conversation. In this way, we hope to obtain a better identification of the 
relation between speaker and topic terms in the sentence. 
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